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In his early studies, Mark Rosenzweig discovered brain mechanisms of auditory 
localization and of the precedence effect in localization. He is best known for 

research with collaborators that was the first to demonstrate neurochemical and 
neuroanatomical plasticity of the brain in response to differential experience. These 

discoveries changed the thinking of neuroscientists and others about the brain. 
Rosenzweig and collaborators also investigated the neurochemical processes 

underlying the successive stages of memory formation. 



Mark R. Rosenzweig  

p reparing this account brings back the excitement of discovering 
unexpected aspects of the nervous system as well as the satisfac- 
tion of systematically testing alternative hypotheses. It also shows 

occasions when I failed to follow up leads or insights that  later proved 
important. 

F a m i l y  B a c k g r o u n d  a n d  E a r l y  E d u c a t i o n  

I do not know of any scientists among my forebears, but there were rela- 
tives noted for logical reasoning and skill in use of language. Perhaps that  
heritage, combined with fortunate circumstances, was enough to permit 
me a scientific career. 

My grandparents emigrated from Russia to the United States in the 
1880s. My father and his two brothers became lawyers; their four sisters 
were office workers. My father was known for keen legal analysis and for 
activity in community affairs. My mother grew up in Buffalo, New York, 
at that  time a city with a large German-speaking population. She received 
high school diplomas in both German and English, and she was always 
interested in languages. She and my father were actively engaged in my 
sister's education and my own. They played word games with us to improve 
our vocabularies. We enjoyed a warm family life. 

I was born and grew up in Rochester, New York and went to public 
schools where I was valedictorian in both grammar school and high school. 
In high school, I was selected for the Honor Work Program, a program for 
highly achieving students. In this program we were allowed to complete 
the curriculum according to our own schedules and to spend the rest of the 
time on individual or joint projects, such as chemical experiments, library 
time, writing and presenting skits, or cartooning. 

Co l l ege  

In fall 1940 I entered the University of Rochester. In some ways I found 
college a letdown after the high intensity of the Honor Work Program. 
I was not sure what to make my major field. Courses in history inter- 
ested me strongly, but the introductory course in psychology fascinated 
me, and I decided to major in psychology. The chair of the Department of 
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Psychology, Elmer A.K. Culler, and some of his colleagues, including 
K.U. Smith, specialized in physiological psychology. The attack on Pearl 
Harbor and the entry of the United States into the war occurred during 
my sophomore year. Because of poor vision, I could not qualify for officer 
training, so I decided to continue my studies as long as possible. By tak- 
ing a heavy program, I earned the B.A. in 1943 and then continued work 
toward the M.A. 

A major area of research in the department  was auditory perception 
and its physiology. We benefitted from the collaboration of Karl Lowy, an 
otolaryngologist with a strong scientific background, and summer visits 
by auditory physiologist Harlow Ades. I chose an M.A. research project 
that  fit into the program of the laboratory, but the results yielded the first 
surprise in my research career. I trained cats to respond to a change in 
intensity of an auditory stimulus and then planned to map the frequency 
representation of the auditory cortex by removing areas of cortex and find- 
ing frequencies to which the cats could no longer respond. First, as a test, 
I removed the entire primary auditory area, and I found that  the cats were 
still able to respond to stimuli throughout the frequency range! Auditory 
cortex was not required for intensity discrimination. Later it was found that  
auditory cortex is necessary for accurate auditory localization. I completed 
requirements for the M.A. before being drafted in 1943. A report based 
on my M.A. thesis, written during naval service, was my first scientific 
publication (Rosenzweig, 1946). 

Naval Service 

Dr. Lowy had arranged for me to join a Navy physiology laboratory in 
Bethesda when I would be drafted. I had visited the laboratory, and all 
seemed to be in order. But when I was drafted, the Navy needed technicians 
for its radar program. Some electronic training in my M.A. program showed 
in my record, so I spent the next 2 years training and serving as a radio 
technician (the word radar was not public yet). Despite the poor vision that  
kept me out of officer training, my service involved reading detailed, fine- 
grained electronic circuit diagrams. While I was stationed at the Anacostia 
Naval Base in Washington, DC, President Roosevelt died, and I marched 
in his funeral procession. Later I shipped out across the Pacific and was 
stationed on a seaplane tender in Tsingtao Harbor, China. 

The tender served the seaplanes that  brought mail to us and other 
naval vessels in Tsingtao harbor, a somewhat circuitous function. This was 
my first experience in another country, and I tried to make the most of 
it. I arranged on days of liberty to be shown around the city and nearby 
countryside by members of the staff of a small advertising newspaper 
intended for American servicemen, in exchange for improving the writing of 



616 Mark R. Rosenzweig 

the newspaper. The Chinese staff helped me to understand Chinese customs 
and architecture. 

The Years at Harvard 

Doctoral Studies at Harvard 

While still at the University of Rochester, I had applied for entrance to 
the doctoral program in psychology at Harvard and had been accepted. 
Soon after my discharge from the Navy in the spring of 1946, I entered 
Harvard in the fall, where I did research in the Psycho-Acoustic Laboratory. 
Professor Edwin Newman enlisted me to do research on dichotic listening 
in human subjects for a project that  he and Professor Hans Wallach had 
devised. This research provided the empirical basis for a well-known paper 
on the precedence effect in auditory localization (Wallach, Newman, and 
Rosenzweig, 1949). 

Some graduate courses or seminars at Harvard were particularly 
impressive. In the summer of 1947, Donald O. Hebb came as a visiting 
faculty member and taught a seminar, using as textbook a mimeographed 
version of The Organization of Behavior: A Neuropsychological Theory, 
which had not yet found a publisher. I wish I had had the foresight to save 
that  historical version. I also enjoyed Edwin G. Boring's seminars in the 
history of psychology, and later I was to write some articles on history of 
psychology and neuroscience. 

Dr. Robert Galambos joined the laboratory as a research associate 
in 1947 and I learned electrophysiological recording from him. Professor 
Georg von B~k~sy joined the laboratory in 1947; in 1961 he was awarded 
the Nobel Prize in Physiology or Medicine for his research in the physiol- 
ogy of audition. Von B~k~sy suggested I learn histological techniques with 
him to aid him in his research, but I did not want to be diverted from the 
research I had begun on the neurophysiology of binaural perception in the 
cat, so I declined his offer. Had I accepted it, my research career might 
have gone off in a different direction. 

B~k~sy impressed me strongly with his insistence on finding alterna- 
tive ways to test a hypothesis and not being content with any single test, 
and I have tried to follow that  practice. Later on, during a few returns to 
Cambridge, I benefitted from conversations with him. 

Late in his career, B~k~sy took a professorship at the University of 
Hawaii. In Honolulu for a meeting in 1972, I heard that he was gravely 
ill, and I went to see him in the hospital. B~k~sy was heavily sedated, 
and his voice seemed to come from far off. He surprised and shocked 
me by murmuring, "I wasted my life studying audition. I should have 
studied pain." 
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In the research on binaural perception, I investigated how the 
electrophysiological responses evoked by stimulation of the two ears inter- 
acted at the auditory cortex. Because the responses were variable, I mea- 
sured and averaged many responses for each stimulus condition, in effect 
acting as a living example of the later-to-be-invented computer of aver- 
aged transients. The results demonstrated that each ear is represented at 
the auditory cortex of each hemisphere but significantly more strongly in 
the contralateral hemisphere. They also showed that when the two ears 
were stimulated with dichotic time differences as little as microseconds, 
the response to the earlier stimulus partially inhibited the response to the 
later one. The relative size of responses at the two hemispheres indicated 
which ear was stimulated first and by how much. These findings were used 
to interpret dichotic-listening effects in human observers. Brain responses 
to closely successive dichotic stimuli suggested a mechanism for the prece- 
dence effect. I presented and defended my doctoral thesis in 1949 and 
remained another year at Harvard as a postdoctoral fellow to round out 
some aspects of the research. 

During my postdoctoral year I taught the undergraduate course in 
physiological psychology. Some graduate students in the Department of 
Social Relations wanted to enroll in the proseminar in physiological psy- 
chology, but they were refused because feelings were still raw between Psy- 
chology and the recently formed Social Relations. I was told that if I wished, 
I could give them a noncredit seminar, which I did. One of those students 
was James Olds, who later went on to do postdoctoral research with Hebb at 
McGill. He and Peter Milner became famous for discovering "pleasure cen- 
ters" (reinforcement centers) in the rat brain. In later years, Olds always 
addressed me as "Professor" in recognition of the seminar he took with me. 

My 1949 doctoral thesis also demonstrated that electrodes placed on 
the skull could pick up electrical activity of all the auditory stations from 
the cochlea to the cortex. I noted that in his unpublished 1941 doctoral dis- 
sertation, J.E. Hawkins had shown that short-latency auditory deflections 
recorded at the cortex were subcortical in origin because they persisted 
after ablation of the cortex. In a publication based on my thesis I called 
attention to the fact that "the activity of subcortical centers can be stud- 
ied without surgical invasion of the nervous system" (Rosenzweig, 1951, 
p. 148). At the time, I did not make much of this, and I did not follow it 
farther. Only later did others realize that these responses could be used to 
test the integrity of successive stations of the auditory system in infants 
and in adults with hearing impairment. 

Starting in the 1970s, Robert Galambos and members of his group 
developed this into a practical hearing and neurological test and began 
using it to identify newborns with hearing loss. Now such tests are manda- 
tory for infants in most of the United States so that problems of hearing 
can be detected and remedied early. 
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Marriage 

While at Harvard I met my future wife, Janine Chappat, a young French 
scholar who was doing postdoctoral research in education and cultural 
anthropology. Janine had been studying at the University of Oxford, 
England, when the sudden defeat of France in 1940 made it impossible 
for her to re turn there, and the occupation of northern France led to her 
classification in England as an enemy alien. Although friends in England 
were very hospitable and supportive, Janine decided to continue her studies 
in the United States. When I met her, she had recently concluded 2 years of 
fieldwork in New Mexico, supervised by anthropologist Clyde Kluckhohn, 
studying how children of Anglo, Hispanic, and Navajo communities learned 
about the other groups. 

Janine and I married in the summer of 1947, and we have shared 
a life of love and mutual  support. We had a brief honeymoon in France 
where Janine was reunited with her family for the first time after the 
war. That was the first of our many trips to France, including some half- 
sabbatical leaves. It paved the way to my doing research later with French 
colleagues and lecturing in French, and it was one of the factors that  led me 
to become active in international psychology. (My activities in international 
psychology have been reported elsewhere [Rosenzweig, 1998].) 

While in Paris in 1947 I paid my respects to Professor Henri Pi~ron at 
the Coll~ge de France. Pi~ron was well known for his research in sensory 
physiology, and he was a leader in international psychology. He had been 
president of the l l th  International Congress of Psychology in 1937, and 
he was soon to become the first president of the International Union of 
Psychological Science, 1951 to 1954. France in 1947 was still suffering 
from the aftermath of the war. Rationing was still in force, and the general 
mood was gloomy. Pi~ron shared that  sentiment. Leading me to a window 
at the back of the Coll~ge de France, Pi~ron pointed down to an abandoned 
excavation with muddy water in the bottom. "That was to have been our 
new laboratory," he said, "but now it will never be built." Fortunately that  
pessimism was excessive, because the overall situation soon improved, and 
French psychology and neuroscience rebounded. 

In the summer of 1949, because of Janine 's  skills in French and 
anthropology, we took part  in an anthropological/sociological survey in 
southwestern Nova Scotia, conducting interviews in the string of French- 
speaking villages that  line the shore of the Baie Ste. Marie. This was the 
Acadian country of Longfellow's Evangeline. The French spoken there 
gave us many surprises because some words had meanings that  had 
changed over the centuries in France, and there were many marit ime 
terms (e.g., "Debark from bed." "Moor (tie) one's shoelaces."). We wel- 
comed the birth of our first child, Anne Janine, in 1950 while we were 
still at Harvard. She celebrated her first birthday in Paris. Then we drove 
from Massachusetts to California, with Anne walking much of the way in 
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her playpen in the back of our Plymouth Suburban. Suzanne Jacqueline 
was born in 1952 and Philip Mark in 1955, and we have six grandchil- 
dren. When our children were young, we spoke only French at the dinner 
table so they would be bilingual. This also resulted in my learning French 
backwards, so to speak, adding an underpinning of children's sayings and 
games to my adult French. (A further benefit of mastering French was that  
it gave me another language in which to make puns.) 

Later, as I gave research papers abroad and as I became active in 
the International Union of Psychological Science (IUPsyS), our children 
accompanied us on visits to 10 countries. The children developed a taste 
for travel and, among them, later learned Chinese, German, and Spanish 
to supplement their English and French. Our daughter Anne, a lawyer, 
is active in international organizations that  foster human rights and 
labor rights. She and her husband travel abroad frequently. Our daugh- 
ter Suzanne and her husband enjoy travel, and they have instilled this 
in their four wonderful children. Our son is a professor at the Institute 
for Management Development in Lausanne, Switzerland, and he conducts 
workshops in many countries. He and his wife have two wonderful bilingual 
children. 

Appointment at the University of 
California, Berkeley 

During 1948 to 1949 the well-known psychologist Edward C. Tolman spent 
the academic year at Harvard, shut out of his office at the University of 
California when he and a few other professors refused to sign a loyalty 
oath required by the regents. Early in 1949 he interviewed me and some 
others for an opening at Berkeley in physiological psychology. After some 
correspondence, I was offered a position as assistant professor. Now I felt 
a dilemma because the American Association of University Professors had 
censured the regents of the university because of their actions. 

I consulted Professor Tolman, and he replied generously, "If you are 
interested in the position, take it. There are enough senior professors to 
maintain the fight against the loyalty oath, and we don't want to cripple 
the future of the university by stopping recruitment of young people." So 
I accepted the position but arranged to remain at Harvard for one more 
year. Tolman's stance as a nonsigner of the oath was later justified by the 
courts. Although the Regents of the University of California claimed that  
all academic appointments were for one year only and did not have to be 
renewed, the judges found that  in practice the university did have tenure, 
and they ordered the non-signers reinstated. 

During my last spring at Harvard, David Krech of the psychology 
department at Berkeley spent a few months there, and we became 
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acquainted. He, like Tolman, was a nonsigner of the California Loyalty 
Oath and was returning from a year spent in Europe. Krech and I were 
later to collaborate at Berkeley. 

R e s e a r c h  a t  Be rke l ey ,  T h e  E a r l y  Y e a r s  

Arrival at Berkeley 

Soon after my arrival at Berkeley, I established a laboratory to continue 
research on neural mechanisms of binaural perception. To determine the 
contributions of different neural stations to binaural perception, my stu- 
dents and I recorded electrophysiological responses at different levels of 
the nervous system as we delivered dichotic stimuli to anesthetized cats, 
and we published several papers on the results. I summarized some of 
this research in a Scientific American article (Rosenzweig, 1961). I also 
conducted research on other topics, including perception of words as a 
function of their frequency of usage, word association, and history of top- 
ics in psychology, but soon another intriguing topic began to occupy me 
increasingly. 

Edward Tolman 

First, however, I should add a little more about Edward Tolman who was 
a major influence on me and on the study of learning and memory. At a 
time when behavioral psychology reigned in the United States, Tolman 
was a "cognitive behaviorist," and his work prefigured the cognitive move- 
ment. Also, at a time when investigators were searching for THE key to 
learning and memory, Tolman (1949) held that  there are many kinds of 
learning, and there may be many mechanisms of memory. Tolman's emi- 
nence in research was reflected by his election as president of the American 
Psychological Association (1937) and as vice president of the American 
Association for the Advancement of Science (1942). The 14th International 
Congress of Psychology was to have been held in the United States in 1954 
and Tolman was to have been its president, but partly because anticom- 
munist  legislation in the United States would have made it difficult for 
many foreign psychologists to attend, the congress was shifted to Canada, 
and Tolman was copresident along with Canadian psychologist Edward A. 
Bott. Although Tolman had many productive students, he did not try to 
establish a school but instead encouraged students to pursue their own 
directions. 

In 1958 Krech and I headed a committee to arrange to have a portrait  
painted of Tolman, and the artist had completed the face and hands when 
Tolman died in 1959. On one of my last visits to Tolman at his home, he 
recalled visiting a retired colleague at another university and walking with 
him down a corridor where the colleague's portrait  hung. "Wouldn't that  
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be embarrassing," Tolman reflected, "to walk under one's own portrait?" 
Tolman might have been even more embarrassed at the thought that  the 
portrait  hangs in the lobby of Tolman Hall, the building that  was named 
for him in 1962. 

Beginning the Search for Neural Correlates of 
Problem-Solving Behavior 

Soon after I arrived at Berkeley, my colleague David Krech asked me 
to consider with him what might be neural mechanisms of the individ- 
ual differences in tests of problem-solving behavior he had been finding 
among rats of inbred strains. As a "rat runner"  of long standing, he had 
been impressed by sizable individual differences of problem-solving abil- 
ity among rats of the same strain, sex, and age. I suggested that  we 
might investigate whether individual differences in cortical acetylcholine 
metabolism might correlate with individual differences in problem-solving 
ability. Krech turned to his friend Melvin Calvin, head of the campus Lab- 
oratory of Chemical Biodynamics, and Calvin agreed to encourage any of 
the younger chemists in his laboratory to collaborate with us, if the project 
interested them. So one noon in the fall of 1953 1 met in the Faculty Club for 
lunch with three chemists and explained our project. One of them, Edward 
L. Bennett, decided that  it might be interesting to collaborate with psychol- 
ogists for a few months, and thus began a fruitful collaboration that  lasted 
for over 40 years. We benefitted from the continued interest and support 
of Professor Calvin. 

Status of the Field in the 1950s 

Reviewing briefly the state of the field will provide some context for our 
research. It may also help to explain the skeptical initial reaction to our 
discoveries. In the 1950s pessimism prevailed about being able to discover 
the neural bases of learning and memory. For example, Karl S. Lashley, 
in a highly critical review in 1950, surveyed the literature on possible 
synaptic changes as a result of training and concluded that  there was no 
solid evidence to support any of the "growth" theories. Specifically, Lashley 
offered these criticisms: (1) Neural cell growth appears to be too slow to 
account for the rapidity with which some learning takes place. (We will 
re turn to this point later.) (2) Because he was unable to localize the mem- 
ory trace, Lashley held that  there was no warrant  to look for localized 
changes. 

I witnessed the vehemence of this opinion at a small, informal lunch 
in New York in 1950 during a meeting of the Association for Research 
in Nervous and Mental Diseases. When someone asked Lashley his opin- 
ion of Hebb's recently published book, Lashley stated sharply that  the 
ideas in the book were garbled versions of his own ideas that  Hebb had 
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misunderstood. A few years later, Hans-Lukas Teuber stated in his Annual 
Review of Psychology chapter on physiological psychology that 

The absence of any convincing physiological correlate of learn- 
ing is the greatest gap in physiological psychology. Apparently, 
the best we can do with learning is to prevent it from occurring, 
by intercurrent stimulation through implanted electrodes..., by 
cerebral ablation..., or by depriving otherwise intact organisms, 
early in life, of normal sensory influx (Teuber, 1955, p. 267). 

Edwin G. Boring, the historian of psychology with whom I studied in 
the latter 1940s, also testified to the lack of progress on this problem in 
the 1950 edition of his history of experimental psychology: 

Where or how does the brain store memories? That is the 
great mystery....The physiology of memory has been so baffling 
a problem that most psychologists in facing it have gone posi- 
tivistic, being content with hypothesizing intervening variables 
or with empty correlations (Boring, 1950, p. 670). 

In general it seems safe to say that progress in this field is 
held back not by lack of interest, ability, or industry but by 
the absence of some one of the other essentials for scien- 
tific progress. Knowledge of the nature of the nerve impulse 
waited on the discovery of electric currents and galvanome- 
ters of several kinds. Knowledge in psychoacoustics seemed 
to get nowhere until electronics developed. The truth about 
how the brain functions may eventually yield to a technique 
that comes from some new field remote from either physiology 
or psychology. Genius waits on insight, but insight may wait 
on the discovery of new concrete factual knowledge (Boring, 
1950, p. 688). 

In fact, some major advances were already beginning to occur in res- 
earch on the neural mechanisms of learning and memory. Some of these 
resulted from applications of recently developed techniques such as single 
cell electrophysiological recording, electron microscopy, and use of new neu- 
rochemical methods. Another major influence encouraging research on neu- 
ral mechanisms of learning and memory was Donald O. Hebb's monograph, 
The Organization of Behavior, that was finally published in 1949. 

Hebb was more positive about possible synaptic changes in learning 
than his mentor Lashley. Hebb noted some evidence for neural changes 
and did not let the absence of conclusive evidence deter him from reviv- 
ing hypotheses about the conditions that could lead to formation of new 
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synaptic junctions and underlie memory. In essence, Hebb's hypothe- 
sis of synaptic changes underlying learning resembled William James'  
formulation of 1890: 

When two elementary brain-processes have been active 
together or in immediate succession, one of them, on recur- 
ring, tends to propagate its excitement into the other (James, 
1890, p. 566). 

And this in turn resembled the still earlier formulation of associationist 
philosopher Alexander Bain: 

for every act of memory, every exercise of bodily aptitude, every 
habit, recollection, train of ideas, there is a specific grouping or 
coordination of sensations and movements, by virtue of specific 
growths in the cell junctions (Bain, p. 91). 

Hebb's "dual trace hypothesis"mthat a labile short-term memory 
trace may be followed by a stable long-term tracewalso resembled the 
"consolidation-perseveration" hypothesis of Miiller and Pilzecker (1900). 
Much current neuroscience research concerns properties of what are now 
known as Hebbian synapses. Hebb was somewhat amused that his name 
was connected to this resurrected hypothesis rather than to concepts he 
considered original (Milner, 1993, p. 127). 

Still, a decade after Hebb had revived these long-standing hypotheses, 
the postulate of use-dependent neural plasticity had not yet been demon- 
strated experimentally. This was to change in the early 1960s when our 
group announced that both formal training and informal experience in 
varied environments led to chemical (Krech, Rosenzweig, and Bennett, 
1960) and anatomical plasticity of the brain (Rosenzweig, Krech, Bennett, 
and Diamond, 1962). Soon after came the reports of Hubel and Wiesel that 
occluding one eye of a kitten led to reduction in the number of cortical cells 
responding to that eye, but only if the occlusion occurred during an early 
critical period (Wiesel and Hubel, 1963, 1965; Hubel and Wiesel, 1965). 

A Failed Approach 

Attempts to explain learning and perception in terms of fields of neural 
activity persisted through much of the 20th century. To explain condition- 
ing, Pavlov posited fields of excitation and inhibition irradiating across 
the cerebral cortex. In 1940 Hilgard and Marquis criticized these concepts 
as being purely inferential and lacking any accepted neurophysiological 
foundation. 
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Wolfgang KShler called on a similar field theory to explain phenomena 
of visual perception. I heard prominent scientists criticize this concept. In 
1959, when KShler was inducted as president of the American Psychological 
Association, the outgoing president, Harry Harlow, praised KShler's accom- 
plishments. That evening, Harlow told me, "That was the hardest thing 
I ever had to do," because he thought so little of KShler's work. 

Lashley disproved KShler's field theory by an experiment in which he 
implanted metal foil over the visual cortex of rats. Although the foil would 
have distorted any electrical fields, it did not impair the ability of the rats 
to make correct visual discriminations. Shortly after Lashley's death, some 
of his former students published a volume of his main papers. Surprised to 
find the metal-foil experiment missing from the volume, I queried Donald 
Hebb, one of the editors. Hebb replied that KShler's field theory was too 
silly to merit a refutation. When KShler lectured once at Berkeley about 
his field theory, vision scientist Gordon Walls questioned whether KShler 
understood that in the human brain the primary visual fields of the two 
hemisphere lie closely parallel on the inner surface near the occipital pole. 
Because of this juxtaposition, electrical fields from the visual cortex in 
one hemisphere would interfere with perception mediated by the other 
hemisphere, which is not the case. 

Hans Wallach, who had collaborated with KShler in Germany and again 
in the United States, told me that he regretted that KShler had wasted his 
time theorizing about electrical fields of the cortex rather than pursuing 
research in areas that he knew better. 

U n e x p e c t e d  D i s c o v e r y  of  B r a i n  P l a s t i c i t y  

Our Approach and Early Findings 

The strategy of our group was stated in a symposium paper I gave in 1955: 
We proposed that to find "changes in the nervous system that accompany 
learning" a "biochemical analysis which could integrate changes over thou- 
sands of neural units might provide an entering wedge." Further analysis 
might then focus more narrowly on the exact sites of change (Rosenzweig, 
Krech, and Bennett, 1958b, p. 367). 

We decided to use the activity of the enzyme acetylcholinesterase 
(ACHE) as an index to acetylcholine (ACh) metabolism. We hypothesized, 
wrongly as it would turn out, that AChE was a stable characteristic of 
the individual. Measurement of AChE activity was feasible with a recently 
devised automatic titration apparatus. Our first experiments attempted 
to account for individual differences in behavior in Krech's "hypothesis" 
apparatus. This was a four-unit Y-maze that was unsolvable because the 
correct visual and spatial cues were changed on successive trials. Never- 
theless, rats tended to show hypotheses, that is, they would show runs 
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of choices in which they favored visual hypotheses (light or dark) or spa- 
tial hypotheses (right or left). As subjects, we used mainly two strains 
of rats maintained by the department: the S1 strain (descendants of rats 
that  had been selectively bred in the 1930s for maze-bright behavior by 
our Berkeley colleague Robert C. Tryon) and the $3 strain (descendants of 
Tryon's maze-dull strain). 

Findings we published during the first few years of our research pro- 
vided baselines for unexpected discoveries we were soon to make. This 
provided an illustration of Louis Pasteur 's  dictum: "Chance favors the 
prepared mind." Some of the main early findings were these: 

1. Within both the S1 and $3 strains, there are significant 
correlations between behavioral scores and cortical AChE 
activity (Rosenzweig, Krech, and Bennett, 1958a, 1960), 
thus justifying the original purpose of this project. 

2. There are significant strain differences in cortical AChE 
activity, with the $1 (maze bright) strain showing signifi- 
cantly higher values than the $3 rats (Bennett, Rosenzweig, 
Krech, Karlsson et al., 1958). 

3. AChE activity differs significantly among regions of the 
cortex (Bennett, Krech, Rosenzweig, Karlsson et al., 1958), 
although previous investigators had concluded that  there 
were not significant regional differences. The enzyme lactic 
dehydrogenase did not show such differences, nor differ- 
ences between the S1 and $3 strains, so the correlations 
between AChE activity and behavior could not be ascribed 
to general differences in cerebral metabolic levels (Bennett, 
Krech, Rosenzweig, Karlsson et al., 1958). 

4. Cortical AChE activity increases with age in the rat  until 
about 100 days and then declines (Bennett et al., 1961). 

5. At the start  of our work we assumed from work of others 
that  AChE would provide an index to metabolism of the 
ACh system, and we later obtained direct support for this, 
finding that  brains of $1 rats showed significantly higher 
concentrations of ACh than did brains of $3 rats, just as 
the S ls showed significantly greater AChE activity (Bennett, 
Crossland, Krech, and Rosenzweig, 1960). 

Early Finding of Plasticity of Brain Chemistry 

To try to explore further the correlations between behavior and brain chem- 
istry, we tested different groups of rats in different spatial mazes, and we 
obtained a surprising result. As I reported at a symposium at the Univer- 
sity of Pit tsburgh in 1958, there were systematic differences among the 
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cortical AChE values of rats that  had been tested in different apparatuses 
(Rosenzweig, Krech, and Bennett, 1961). We had been assuming that the 
brain AChE value of an animal was an independent variable, but now it 
appeared that the value depended in part on the experience the animal had 
undergone! To test further this unexpected finding, we compared animals 
subjected to behavioral tests with animals not subjected to testing, and we 
found the tested animals to differ significantly from the untested in cortical 
AChE activity. 

Rather than continue the expensive process of testing animals in vari- 
ous mazes, we then decided to explore the results of informal learning by 
placing rats for prolonged periods in environments that were either more 
enriched or more impoverished than the standard colony (SC) housing of 
three rats to a cage. For the enriched condition (EC), we placed 10 to 12 rats 
in a large cage provided with varied stimulus objects, as students of Hebb 
had done (Forgays and Forgays, 1952). We also gave this group a small 
amount of maze training. For the impoverished condition (IC) we placed 
rats in individual cages. In initial experiments of this sort, we placed litter- 
mates in the three conditions at weaning, at about 25 days of age, and we 
kept them there for 80 days. Analysis of cortical samples at the end of the 
period showed significant differences among the groups: Contrary to our 
expectation, AChE activity per unit of tissue weight in the cerebral cortex 
was significantly lower in EC than in IC animals, with SC being interme- 
diate. In the rest of the brain, however, AChE activity was significantly 
highest in the ECs and lowest in the ICs. 

Surprising Discovery of Plasticity of Brain Anatomy 

Another surprise helped us to interpret this unexpected result. After years 
of dividing AChE activity by tissue weight of each sample to obtain enzy- 
matic activity per unit of tissue weight, we were astonished to find that 
the tissue weights of the samples differed significantly among experimen- 
tal groups! Specifically, for a cortical tissue sample of fixed surface area, 
the weight was greatest for EC rats and least for IC rats (Rosenzweig, 
Krech, Bennett, and Diamond, 1962). So the anatomy as well as the 
chemistry of the brain was altered by experience! This effect was larger 
in the occipital region than in other regions of the cortex. Subsequent 
work showed that the increased weight of cortex in the EC rats was paral- 
leled by increased protein in the samples (Bennett, Diamond, Krech, and 
Rosenzweig, 1964). Anatomical measurements of brain sections showed the 
cortex of EC rats to be significantly thicker than that of IC rats, by about 
5% (Diamond, Krech, and Rosenzweig, 1964). This difference was not large, 
but because the brain shows relatively little anatomical variability, it was 
highly significant statistically. 
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We and coworkers also found that  enriched experience in rats led to 
increased amounts of RNA (Ferchmin et al., 1970; Bennett  et al., 1976) 
and increased expression of RNA in rat  brain (Grouse et al., 1978). We also 
found that  maze training caused differences not only in brain anatomy but 
also in cortical RNA/DNA ratios (Bennett et al., 1979). 

Having found differences in gross anatomy of the brain caused by 
differential experience, we then proceeded to investigate more detailed 
neuroanatomical features. In a review article in the Scientific American 
(Rosenzweig, Bennett, and Diamond, 1972), we described several such neu- 
roanatomical differences induced by enriched experience in the occipital 
cortex: 

1. The cross-sectional area of cortical pyramidal cell bodies 
increased significantly (by about 13%). For more on this 
effect, see Diamond, Johnson et al. (1975). 

2. The number of neurons per unit of volume of occipital cor- 
tex decreased slightly with enriched experience, probably 
because the number of neurons remained fixed while the 
thickness of the cortex increased. 

3. On the contrary, the number of glial cells per unit of volume 
of cortex increased significantly (by 14%). 

4. Pyramidal neurons of EC rats showed significantly more 
dendritic spines than those of IC rats, especially on the 
basal dendrites. For more detail on this effect, see Globus 
et al. (1973). 

5. The size of synaptic junctions increased significantly. See 
also West and Greenough (1972). 

Our Finding Countered the Dogma of Fixity of Brain Weight 

Our finding of changes in cortical weights with differential experience 
ran counter to the established dogma that  brain weights are strictly fixed. 
Consider, for example, the following quotations from the outstanding neu- 
roanatomist Santiago Ram6n y Cajal (Cajal, 1894), which turned out to be 
pertinent to our research in more than one way: 

If we are not worried about putt ing forth analogies, we could 
say that  the cerebral cortex is like a garden planted with innu- 
merable t r e e s ~ t h e  pyramidal cells~which, thanks to intelli- 
gent cultivation, can multiply their branches and sink their 
roots deeper, producing fruits and flowers of ever greater 
variety and quality (Cajal, 1894, p. 467). 
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But RamSn y Cajal then considered an obvious objection to his 
hypothesis: 

You may well ask how the volume of the brain can remain 
constant if there is a greater branching and even formation of 
new terminals of the neurons. To meet this objection we may 
hypothesize either a reciprocal diminution of the cell bodies or 
a shrinkage of other areas of the brain whose function is not 
directly related to intelligence (p. 467). 

To preserve the supposed fixity of brain volume, RamSn y Cajal hypoth- 
esized a diminution of cell bodies to compensate for the greater branching of 
neurons, but as we found, the cell bodies increase in volume with enriched 
experience. His other hypothesis, that  other regions of the brain shrink 
as the cortex expands, may be supported by our finding of diminution of 
the noncortical parts of the brain as a consequence of enriched experience. 
Nevertheless, we found an overall increase in brain weight (and presum- 
ably in brain volume), overthrowing the longstanding dogma of fixity of 
the brain. 

Cerebral Effects of Experience Occur Rather Rapidly, 
Across the Life Span, and in Many Species 

Originally we placed rats into the differential environments at weaning and 
kept them there for 80 days, because we wanted to allow a good chance for 
effects to occur. Having found clear effects of differential experience on 
brain measures, we then tried varying both the age at onset and the dura- 
tion of differential experience. We obtained similar cerebral effects in rats 
assigned for 30 days to the differential environments (EC vs IC) either as 
50-day juveniles or as 105-day young adults. Walter H. Riege (1971) in our 
laboratory found similar effects in rats assigned to the differential environ- 
ments at 285 days of age and kept there for periods of 30, 60, or 90 days. 
Although the capacity for these plastic changes in the nervous system, and 
for learning, remain in older subjects, the cerebral effects of differential 
experience develop somewhat more slowly in older than in younger animals, 
and the magnitude of the effects is often smaller in the older animals. The 
fact that  cerebral effects of differential experience occur across the entire 
life span marks a strong difference from the effects reported by Hubel and 
Wiesel that  can be induced only during an early critical period. 

Further  work showed that 2 hours a day in the differential environ- 
ments over a period of either 30 or 54 days produced cerebral effects 
similar to those of 24-hour-a-day exposure for the same number of days 
(Rosenzweig, Love, and Bennett, 1968). Just  4 days of differential housing 
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produced clear effects on cortical weights (Bennett et al., 1970) and on den- 
dritic branching (Kilman et al., 1988). Ferchmin and Eterovic (1986) found 
that  four 10-minute daily sessions in EC significantly altered cortical RNA 
concentrations. 

Experiments with several strains of rats showed similar effects of EC 
versus IC experience in both brain values and problem-solving behavior, as 
reviewed by Renner and Rosenzweig (1987, pp. 53-54). Similar effects on 
brain measures have been found in several species of mammals--mice of 
several strains, gerbils, two species of ground squirrels, cats, and monkeys 
(reviewed by Renner and Rosenzweig, 1987, pp. 54-59). Fur ther  work has 
extended these brain effects to birds, fish, fruit flies, and spiders. The 
ubiquity of effects across species led neurobiologist Abdul Mohammed to 
exclaim that  these effects occur "from flies to philosophers" (Mohammed 
et al., 2002, p. 127). 

Control Experiments Verified that the Cerebral Effects 
Were Caused by Differential Experience and Not by 
Other Variables 

It was possible that  the unexpected cerebral effects were not the result 
of differential experience but of other aspects of the experimental situa- 
tion, so we promptly ran a number of experiments to control for other 
possible causes. The results of the control experiments did not support the 
importance of any of the other variables, as the following examples show. 

H a n d l i n g .  Handling rats, particularly young ones, is known to 
increase the weight of their adrenal glands. Because the EC rats were 
handled more often than SC or IC rats, perhaps cerebral differences were 
caused by handling or stress. In control experiments, some rats were han- 
dled for several minutes each day for either 30 or 60 days; l i t termates were 
never handled. No differences developed between the handled rats and the 
unhandled ones in brain weight or brain enzyme activity, although there 
were differences in adrenal weights. In further experiments, rats in both 
EC and IC were handled once a day, and the usual brain differences were 
found at the end of the experimental period (Rosenzweig, Krech, Bennett, 
and Diamond, 1968). 

S t ress .  Stress might have been a cause of the cerebral effects we found. 
IC rats might have suffered from "isolation stress" and EC rats might have 
suffered from "information overload." To test the possible effects of stress 
on brain measures, we conducted five experiments in which some rats were 
given intermit tent  unavoidable electric shocks for 12 minutes daily. At the 
same time, l i t termate controls were placed in similar enclosures but with 
no shock and in a different room. Although the stress of shock affected body 
weight and adrenal weight, it had little effect on brain measures. None of 
the four cortical regions showed a significant difference. Total cortex did 
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weigh 2.3% less in the shocked rats (p < 0.05), but when allowance was 
made, through analysis of variance, for the reduction in body weight in the 
shocked rats, the difference shrank and became nonsignificant. Even if the 
absolute weights were considered, the pattern of differences over cortical 
areas did not parallel that of EC-IC differences. AChE activity was ana- 
lyzed in only one of these experiments. It showed no significant difference 
between shocked and control rats for any brain region. For more on exper- 
iments on possible effects of stress on brain measures, see Rosenzweig, 
Bennett, and Diamond (1972b) and Rosenzweig and Bennett (1976b). 

In a later experiment, Riege and Morimoto in our laboratory subjected 
some rats to a daily period of stress in which they were briefly tumbled in 
a revolving drum or given a mild electric shock. They also kept rats in EC 
and IC. There was a clear double differentiation in effects: The stress was 
effective in producing a significant increase in the weight of the adrenal 
glands, but it did not cause changes in the brain measures we studied. 
Meanwhile, the environmental EC-IC treatment produced the usual brain 
effects but did not affect adrenal weights (Riege and Morimoto, 1970). 

The experiments on stress also included the variable of handling 
because the stressed rats were removed from their cages daily and taken 
to another room for the stress treatment, while the control rats remained 
in their cages. We concluded, therefore, that the combination of stress and 
handling did not give rise to the EC-IC brain effects. 

A c c e l e r a t e d  M a t u r a t i o n .  Some of the changes we found between 
EC and IC rats go in the same direction as changes that occur in normal 
maturat ion--greater  cortical weight, greater glial/neural ratio, and fewer 
neurons per unit of cortical volume. Thus, it seemed possible that enriched 
experience accelerates maturation or that impoverished experience retards 
it. But we found that some changes with enriched experience go in the oppo- 
site direction from what is found in normal growth. Also, as we have seen 
previously, typical EC-IC brain effects can be induced in animals placed in 
the differential environments as adults. Thus, the EC-IC differences can- 
not be attributed to differences in rate of maturation of animals in the 
differential environments. 

D i f f e r en t i a l  Locomot ion .  Rats in an EC cage are more active than 
those in IC, so we wanted to determine whether locomotor activity might 
account for the EC-IC effects. In our initial publication on the EC-IC 
effects, we reported a control experiment in which some IC rats had free 
access to a running wheel while others were never allowed such access. 
The experimental (running wheel) rats averaged more than 100,000 rev- 
olutions during the experimental period. At the conclusion of the 80-day 
period, there was no significant difference in AChE measures between the 
experimental and control groups; the small differences found were oppo- 
site in direction from those seen in EC-IC groups (Krech, Rosenzweig, and 
Bennett, 1960). 
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Hormonal  Mediat ion.  Although stress had been ruled out as the 
cause of the EC-IC cerebral effects, other hormones might have medi- 
ated these effects. We therefore tested the hypothesis that  the pituitary 
gland is essential to occurrence of these effects (Rosenzweig, Bennett, and 
Diamond, 1972b). The pituitary was chosen not only to eliminate its secre- 
tions but also to control for effects of glands controlled by feedback relations 
with the p i tu i ta ry~the  thyroid, the adrenal cortex, and the gonads. 

Three experiments were run, and results were analyzed only for those 
animals in which we could verify complete hypophysectomy at sacrifice. 
Although hypophysectomy stunts bodily growth and reduces brain growth 
somewhat, significant EC-IC differences nevertheless occurred in both the 
brain weights and brain chemical measures of the operated as well as in 
the control animals. We therefore did not pursue further experiments in 
the endocrine direction. 

Skepticism and Incredulity Greeted Our Initial 
Reports of Brain Plasticity 

Our first reports that  differential experience induces measurable changes 
in the brain were greeted with skepticism and incredulity. The responses 
reminded me of an old story: A villager was accused of returning a borrowed 
teapot in poor condition. Vehemently he replied, "In the first place, I never 
borrowed it; in the second place, I returned it in perfect condition; in the 
third place, the teapot was already dented when I got it!" Thus, on the one 
hand, some critics told us that such changes could not exist. On the other, 
we were told that it is well known that  one can induce changes in a rat 's  
brain just by looking at it cross-eyed. We were asked whether changes were 
found in the thickness of the soles of the paws and in all other tissue of 
ectodermal origin. At a meeting where I reported on increase in number of 
synaptic contacts (dendritic spines) with experience, John C. Eccles stated 
his firm belief that  learning and memory storage involve "growth just of 
bigger and better synapses that are already there, not growth of new con- 
nections" (1965, p. 97). Donald Hebb, whom I had gotten to know better 
when he spent the summer of 1953 as a visiting professor in Berkeley and 
with whom I maintained contact, cautioned me that  the more important 
the claim, the more carefully one must test it. 

Beyond normal scientific caution, questions of turf  may have been 
involved. I have the impression that  neurophysiologists were reluctant 
to believe that  psychologists and their collaborators could be the first to 
present evidence of changes in the brain as a result of experience. 

Over the next several years, reports of replications and extension by 
us (e.g., Bennett et al., 1964) and by others (e.g., Altman and Das, 1964; 
Geller et al., 1965; Greenough and Volkmar, 1973) gained acceptance for 
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the idea that training or differential experience could produce measur- 
able changes in the brain. Thus in 1972 neurobiologist B.G. Cragg wrote 
"Initial incredulity that such differences in social and psychological con- 
ditions could give rise to significant differences in brain weight, cortical 
thickness, and glial cell numbers seems to have been overcome by the con- 
tinued series of papers from Berkeley reporting consistent results. Some 
independent confirmation by workers elsewhere has also been obtained" 
(Cragg, 1972, p. 42). 

Enriched Environments and the Brain 

Our Work Introduced Enriched Environments to the 
Neuroscience Community 

We did not invent the concept of the "enriched environment," but I believe 
that our publications introduced the concept and the term to the neu- 
roscience community. Our first paper with "enriched and impoverished 
environments" in the title appeared in 1962 (Krech, Rosenzweig, and 
Bennett, 1962). In the National Library of Medicine website, PubMed, 
the first citation for enriched environment is a paper from our group 
(Diamond, Krech, and Rosenzweig, 1964). This was followed later the 
same year by a paper by Altman and Das (1964), which cited four of our 
papers (1960 to 1964) showing effects of enriched environments on brain 
chemistry and brain anatomy. Our first papers reporting effects of environ- 
ment on brain plasticity had used the term "environmental complexity" 
(Krech, Rosenzweig, and Bennett, 1960; Rosenzweig, Krech, Bennett, and 
Diamond, 1962). The next PubMed citation for enriched environment after 
1964 was another paper from our group (Diamond et al., 1966). The period 
1970 to 1974 showed seven citations for enriched environment, and there- 
after the citations to this term increased exponentially, reaching 46 for 
1995 to 1999 and 122 for 2000 to 2004. 

Although the term "enriched environment" has become widely used, 
there is no standard definition for it and some investigators avoid it, pre- 
ferring "complex environment." We tried to make clear from the beginning 
that our enriched laboratory environment is enriched only in comparison 
with the standard animal colony cage. A natural environment may be much 
richer in learning experiences than even an enriched laboratory environ- 
ment. For inbred laboratory animals, however, it is no longer clear what the 
natural environment would be. Laboratory rats and mice have been kept 
for more than 100 generations in protected environments, and inbreeding 
has made their gene pool different from the natural one. 

We tried in two ways to ask how our enriched laboratory environment 
might compare with the natural environment. First, we tried raising labo- 
ratory rats in a seminatural outdoor environment at the Field Station for 
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Research in Animal Behavior of the University of California at Berkeley. 
This environment consisted of a 30 x 30 foot concrete enclosure filled with 
dirt to a depth of 2 feet above the concrete base and with screening over the 
top. Food and water were provided ad lib, and a few stimulus objects were 
placed in the enclosure. For a diagram of this environment, see Rosenzweig, 
Bennett, and Diamond (1972b, p. 24). Groups of a dozen male laboratory 
rats thrived in the outdoor setting and, when the weather was not too 
wet, dug burrows, something their ancestors had not been able to do for 
more than 100 generations. In each of eight experiments, the rats kept for 
1 month in the outdoor setting showed greater cortical development than 
their littermates that  had been kept in enriched laboratory cages. This 
indicates that  even the enriched laboratory environment is indeed impov- 
erished in comparison with a natural environment. We had hoped to test 
the rats from the outdoor environment to find whether their increased cor- 
tical development was accompanied by increased problem-solving ability. 
Unfortunately, however, in the outdoor setting the rats became too savage 
to handle, so we were unable to conduct behavioral tests with them. 

In a second attempt to compare effects of laboratory and natural 
environments on brain development, we used Belding's ground squirrels 
(Spermophilus beldingi), in collaboration with our colleague Paul Sherman 
who was studying a population of the squirrels in the Sierra near Tioga 
Pass, California. Feral ground squirrels, unlike laboratory rats, have not 
been altered by living for many generations in captivity. We live-trapped 
pregnant ground squirrels in the Sierra and brought them to the field sta- 
tion in Berkeley. The young were weaned at about 30 days of age and 
assigned to EC and IC conditions where they were kept for 40 days. Ten 
male and 10 female squirrels were in each condition. Just  before sacrifice, 
feral (F) juveniles of the same age were live trapped where the pregnant 
ground squirrels had been obtained, and their brains were analyzed along 
with those of the EC and IC squirrels. In weights of cerebral cortex, values 
from F and EC squirrels were equal, and both exceeded the IC squirrels 
significantly ([F = EC] > IC, p < .01). In total RNA of occipital cortex, 
(F = EC) > IC, p < .05. In total DNA of occipital cortex, F > (EC = 
IC), p < .05. In skeletal development, measured by hindfoot length, F > 
EC > IC; F > IC, p < .01. Thus, in two out of three brain measures, 
EC squirrels equalled F squirrels, although F exceeded EC in skeletal 
development (Rosenzweig, Bennett, and Sherman, 1979). A further study 
substantially replicated these findings (Rosenzweig, Bennett, Sherman, 
and Alberti, 1980). At least in the case of ground squirrels, the labora- 
tory enriched environment seemed to support brain development as well as 
did the natural environment. Clearly, the difference between results of the 
studies with rats and ground squirrels shows that this question still lacks 
a general resolution. Nevertheless, this has not prevented the increasing 
use of enriched laboratory environments. 
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The latter study (Rosenzweig et al., 1980) also showed plastic responses 
of the brain during hibernation. For this study, ground squirrels were live- 
trapped at about 80 days of age. Some were sacrificed for baseline values 
and others were placed for 5 months in EC or IC cages or in a cold room 
at 5~ where they hibernated. The nonhibernating squirrels continued to 
gain in brain and body weights during the experimental period, whereas 
the hibernators lost in both, showing significant decreases in weights of 
certain brain regions (hypothalamus, caudate nucleus, and medulla), and 
decreases of DNA in these regions, indicating loss of cells. 

Enriched Experience Improves Ability to Learn 
and Solve Problems 

Hebb (1949, p. 298) reported briefly that when he allowed seven labo- 
ratory rats to explore his home for some weeks as pets of his children 
and then returned the rats to the laboratory, they then showed better 
problem-solving ability than most rats that had remained in the laboratory 
throughout. Moreover, he stated, although he did not present evidence for 
this, that they maintained their superiority or even increased it during a 
series of problems in the Hebb-Williams maze. Hebb (1949, pp. 298-299) 
concluded that "the richer experience of the pet group during development 
made them better able to profit by new experience at maturity~one of the 
characteristics of the 'intelligent' human being" (italics in the original). 
Thus, the results seemed to show a permanent effect of early experience on 
problem-solving at maturity, and this conclusion continues to be cited. 

We and others have confirmed the first conclusion of Hebb's exploratory 
study; that  is, experience in an enriched environment improves learning 
and problem-solving on a wide variety of tasks, although such differences 
have not been found invariably. The more complex the, task, the more likely 
it is that  animals with EC experience will perform better than animals from 
SC or IC groups (Renner and Rosenzweig, 1987, pp. 46-48). 

We were unable, however, to replicate Hebb's report that over a series 
of tests, EC rats maintain or even increase their superiority over IC rats. 
On the contrary, we found that IC rats tend to catch up with EC rats over 
a series of trials in a test; this occurred in three different tests, including 
the Hebb-Williams maze (Rosenzweig, 1971, p. 321). Thus, we did not find 
that  early deprivation of experience caused a permanent deficit, at least 
for rats tested on spatial problems. Rather, the rats showed a persistent 
capacity to benefit from experience. 

Somewhat similarly, decreases in cortical weights induced by 300 days 
in the IC (vs the EC) environment were overcome by a few weeks of training 
and testing in the Hebb-Williams maze (Cummins et al., 1973). Similarly, 
Fuller (1966) found restricted experience beagles to be inferior to pets in 
reversal learning, but only on the first five reversals; thereafter there was 
no significant difference. 
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Enriched Environments as Therapy, in Animals and People 

Once the brain was seen to respond to environmental influences not only in 
young but also in mature animals, investigators soon began testing whether 
environmental enrichment might aid recovery from brain disorders that 
have identifiable neuropathy. An intriguing report of 1964 stated that an 
enriched environment aided rats in recovering from effects of neonatal cor- 
tical lesions (Schwartz, 1964). We began in 1974 to replicate and extend 
this effect (Will et al., 1977), and research along this line continues. One 
of the major questions is the extent to which experience actually aids in 
recovery or only in compensation for the effects of brain injury. At a min- 
imum, in people behavioral techniques aid the quality of life of patients 
with injuries of the brain or of the spinal cord. Beyond this, there may 
be interaction between the physiological and behavioral interventions. By 
1976 an edited volume was published entitled Environments as Therapy 
for Brain Dysfunction (Walsh and Greenough, eds.), treating such topics 
as recovery from brain injury, malnutrition, endocrinopathies, and sen- 
sory deprivation. Chapters considered the relevance, generalizability, and 
limitations of animal models for therapy, and work on these questions 
continues. Investigators have asked which is most effective in promot- 
ing recovery from brain injury in an animal's environmental enrichment, 
physical exercise, or formal training? A review of research on this topic 
during the period 1990 to 2002 shows that enriched experience is the 
most potent of these treatments (Will, Galani, Kelche, and Rosenzweig, 
2004). 

Soon after we began publishing on effects of differential environments 
on brain and behavior, people began asking us about possible applications to 
human behavior, all the way from child development to successful aging. 
Thus, in 1965 I was invited to address the Division of Child Psychology 
at the American Phychological Association (APA) convention (Rosenzweig, 
1966). Many of the developmental psychologists who attended my talk were 
surprised to learn that an enriched environment stimulates brain growth 
not only in infant but also in adult rats. On such occasions I was always 
careful to point out limitations in what we had found and to be cautious 
about extrapolations of animal research (e.g., Rosenzweig, Bennett, and 
Diamond, 1972b, p. 28). Nevertheless, invitations to speak and write about 
possible applications continued to come, and I accepted many of them (e.g., 
Rosenzweig, 1976, 1979, 1980, 1981a, 1981b, 1986, 1999a, 1999b, 2002; 
Rosenzweig and Bennett, 1979). At an international symposium on cogni- 
tive decline in old age, I summarized the research as follows (Rosenzweig 
and Bennett, 1996, p. 63): 

It's a fortunate person whose brain 
Is trained early, again and again, 
And who continues to use it 
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To be sure not to lose it, 
So the brain, in old age, may not wane. 

Although I did not do research on effects of environment with human 
subjects, I was active in an innovative program to promote higher edu- 
cation for disadvantaged and under-represented youth. In 1964 physicist 
Owen Chamberlain and I became cochairs of the newly established Berkeley 
faculty Special Opportunity Scholarship Committee. We obtained faculty 
and university financial support for an on-campus summer precollege pro- 
gram for promising high school students and continued that  with a year 
round contact program. This soon became a federal Upward Bound pro- 
gram. After a few years, for the students who completed the preparatory 
program we were able to secure admission to the University of California 
and to other universities and colleges; they became the first in their 
families to obtain higher education. The faculty committee, renamed in 
2005 as the Committee on Student Diversity and Academic Development, 
continues its work. The favorable results it has obtained suggest that  
even at high school age, students from family backgrounds and high 
schools that  do not predispose to postsecondary education can be pre- 
pared and encouraged to undertake successful college studies. The results 
also suggest that  public schools are falling short of what they should 
accomplish. 

I did in fact at tempt to do research on the effectiveness of the Spe- 
cial Opportunity Scholarship program. After the program had been going 
for a few years, I proposed to the faculty committee that  we at tempt 
to measure the effectiveness of the program in the following way: Each 
year we would draw up a pool of twice as many candidates as the pro- 
gram could accommodate, and then we would select at random those to be 
accepted. Both those accepted and those rejected would then be followed 
up over the next 6 to 10 years to determine whether the program was 
making a difference. I was unable, however, to convince my fellow com- 
mittee members that  such research was appropriate, so the at tempt was 
not made. 

Should All Laboratory Animals Be Housed in 
Enriched Environments ? 

There is a growing movement to house all laboratory animals in enriched 
environments, with exceptions only for specific research purposes. Some 
proponents cite evidence from work such as ours that  indicates that  
enriched experience is necessary for full growth of the nervous system and 
behavioral capacities, as well as for animal well-being. Others favor this as 
part  of the movement to improve animal welfare. 
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The history of enriching environments of the laboratory animals goes 
back at least to psychologist Robert Yerkes' work with primates in the 
1910s to 1920s. Hebb, who did research at the Yerkes primate laboratory, 
helped to extend the concept of enrichment to laboratory rodents in the 
1950s. Our publications, beginning in 1960, popularized use of enriched 
environments by showing that  they contributed to full development of the 
brain as well as to behavioral capacities. Providing enriched environments 
is not without its problems. For one thing, definitions of enrichment vary, 
although most at tempt to foster species-specific behaviors. It is impor- 
tant  for investigators to avoid the temptation to anthropomorphize in 
choosing enriched conditions. Thus, it is amusing to see photographs of 
enriched environments for laboratory rodents that  show cages filled with 
brightly colored objects. Although the colors may be attractive to the 
researchers, they do nothing for rats or mice who do not discriminate 
hues. There are also concerns because enriched environments are more 
expensive than standard housing: They take up more space and require 
more care. 

Some investigators have expressed concerns that  enriched environ- 
ments may differ among laboratories and thus decrease the reproducibility 
of results. In a recent at tempt to deal with these concerns, investigators 
from three laboratories performed an experiment in which they raised 
female mice of two inbred strains in either standardized cages or follow- 
ing an enrichment protocol. They then tested the mice on four common 
behavioral tests. The results were highly consistent, indicating that  stan- 
dardization among laboratories was almost as good as within laboratories 
(Wolfer et al., 2004). The authors note that  it remains to be seen whether 
similar results would also be obtained for male mice who may respond to 
enrichment with increased dominance behavior and aggression. 

The growing concern about enriched environments is shown by ILAR, 
the journal of the Institute for Laboratory Animal Research, which devoted 
its Spring 2005 number to this topic. The 12 articles in this issue range from 
enriched housing for laboratory rodents to enriched housing for nonhuman 
primates, and from theoretical to practical concerns. 

In the near future, whether to use enriched environments may no 
longer be a mat ter  of choice for the individual investigator or research 
unit. Enriched environments are part of revisions of animal welfare stan- 
dards that  the Council of Europe is preparing as recommended practices 
for its 45 member nations, and these standards could affect practices in 
other countries as well. The website of the Council of Europe reports that  
a working party, at a meeting of September 22 to 24, 2004, completed 
a revision of its recommendations for protection of vertebrate animals 
used for experimental and other scientific purposes and submitted it for 
adoption. The changes proposed include not only increasing the minimum 
recommended cage sizes but would also require that  laboratory animals 
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be housed in enriched environments that permit the expression of normal 
behaviors. 

Whatever the fate of regulations concerning enriched environments, 
the clear evidence of the importance of animal environments in determining 
the results of research shows the necessity of describing animal housing 
clearly and accurately in all reports of research. 

Stimulant Drugs Enhance Effects of Environment 
on Recovery 

Our finding that a daily 2-hour period of exposure to EC was sufficient to 
produce cerebral effects allowed us to test whether stimulant drugs altered 
brain measures directly or only in conjunction with EC. In this research, 
we gave some animals a low dose of methamphetamine just before putting 
them into EC for a daily 2-hour period, whereas other animals received 
the drug at a different part of the day when they were in their individual 
home cages. The drug enhanced cortical weight only when it was active 
during the daily EC period (Bennett, Rosenzweig, and Wu, 1973). The 
drug-environment interaction was even clearer with shorter daily periods 
of EC or in shorter-duration experiments. Effects on AChE measures were 
somewhat larger, but not significantly so, in the drug-EC groups. A low dose 
of the depressant pentobarbital sodium reduced the effect of EC experience 
on cortical weights, but again only if the drug was active during the daily 
period of EC. Thus, it was the combination of drug and environment that  
counted in determining cortical weights. 

Considering this finding and research on recovery of function, we pro- 
posed testing "whether the conjunction of enriched environment and an 
excitant drug may be even more favorable for recovery from brain dam- 
age than is either t reatment alone" (Bennett, Rosenzweig, and Wu, 1973, 
p. 327). We did not follow our own suggestion, but in the last two decades 
others have conducted fruitful research on this topic with both animal 
subjects and human patients. 

In an early study of this sort, Feeney et al. (1982) removed motor cortex 
unilaterally in rats and studied their behavior 24 hours later in locomo- 
tion on a narrow beam. After a single trial, subgroups received either a 
single daily injection of saline, a low dose of amphetamine, or the depres- 
sant haloperidol. Further tests of locomotion showed that amphetamine 
improved recovery, while haloperidol impaired it, in relation to the saline 
controls. Confining the animals in a small cage to prevent locomotion for 
8 hours after drug administration blocked the effects of the drugs, so they 
were effective only in combination with behavioral practice. 

Reviews of research with both animal and human subjects have shown 
the generality of these effects (e.g., Davis et al., 1987; Feeney, 1997, 
1998; Goldstein and Hulsenbosch, 1999). More recently, Walker-Batson 
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has reported that  amphetamine plus intensive speech therapy aids recov- 
ery from aphasia (Walker-Batson et al., 2001), and Walker-Batson and her 
colleagues have reviewed neuromodulation paired with learning in rehabili- 
tation for various deficits resulting from stroke (Walker-Batson et al., 2004). 

An obvious extension of this research would be to combine enriched 
experience or training with other pharmacological treatments. Hamm 
et al. (2000) reviewed research in which traumatic head injury in rats was 
followed by a number of different drug treatments, including agents that  
affected the monoamine system, the cholinergic system, the glutaminer- 
gic system, nerve growth factor, and basic fibroblast growth factor. Each 
agent led to some improvements, but none was as effective as exposure to 
an enriched environment. It will be interesting to see results of research 
that  combine some of these pharmacological t reatments with enriched 
experience. 

In attempts to promote recovery from brain damage, some neuroscien- 
tists are transplanting fetal brain cells into the region of a brain lesion. 
Some investigators have studied the separate and the combined effects 
of enriched environment and neural transplants (e.g., Kelche, Dalrymple- 
Alford, and Will, 1988). Under some conditions, neither the enriched 
experience nor the transplant alone had a beneficial effect, but the combi- 
nation of the two treatments yielded a significant improvement in learning. 
Further  work indicates that  formal training of rats may be more effective 
than enriched environment in promoting the effects of brain cell grafts 
on recovery of learning ability (Kelche et al., 1995). These results of animal 
research may find application in attempts to aid human patients. Perhaps 
the differences among clinics in success of brain cell grafts reflect, in part at 
least, the kinds and amounts of training and stimulation given the patients; 
this may interact with the skill of the neurosurgeon. The combination of 
brain implants with training and stimulation may become an increasingly 
important area of interaction between research and application in the field 
of plasticity of brain and behavior. 

Recent Research Involving Enriched Environments Falls 
into Three Main Categories 

Research for the period 2000 to 2004 that  involves enriched environments 
falls into three main categories, two of which were pioneered by work of 
our group: 

1. By far the most frequent category is enriched environ- 
ment as therapy. This has been studied recently for many 
kinds of brain injury, including trauma, brain infarcts, focal 
ischemia, and transient global ischemia. Spinal cord injuries 
have also been studied. In addition to injury, other studies 
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have taken up therapy for cocaine exposure, epilepsy, prena- 
tal stress, immune challenges, and lead poisoning. Although 
most of this research uses animal subjects, some is being 
done with human subjects. 
The next most frequent category is effects of enriched envi- 
ronments on gene expression. This was anticipated by our 
studies showing greater expression and variety of RNA in 
EC than in IC animals. 
The third most frequent category of recent research involv- 
ing enriched environments concerns effects of environmen- 
tal treatments on neurogenesis. A group including Marian 
Diamond was the first to report that EC increased neuroge- 
nesis in the dentate gyrus of adult rats (York et al., 1989). 

Other groups in addition to ours have recently written reviews of the 
neurobiological effects of enriched environments and have extended the 
research into new directions, notably Mohammed et al. (2002) and also 
Rampon and Tsien (2000) and van Praag, Kempermann, and Gage (2001). 

T h e  N e u r o c h e m i c a l  C a s c a d e s  t h a t  U n d e r l i e  
L e a r n i n g  a n d  M e m o r y  F o r m a t i o n  

Similar Neurochemical Cascades Underlie Different Kinds 
of Learning and Occur in Different Species 

Having found that learning or enriched experience led to plastic changes in 
the nervous system, Edward Bennett and I decided to try to find the mech- 
anisms that lead to such changes. We had found early that enriched expe- 
rience causes increased rates of protein synthesis and increased amounts 
of protein in the cortex (Bennett et al., 1964a). Later, others reported that 
imprinting increased the rates of incorporation of precursors into RNA 
and protein in the forebrain of the chick (Haywood et al., 1970), and, as 
mentioned previously, we and coworkers found that enriched experience in 
rats led to increased amounts of RNA in rat brain. We viewed these and 
related findings in the light of the hypothesis, perhaps first enunciated by 
Katz and Halstead (1950), that protein synthesis is required for memory 
storage. 

Tests of the protein synthesis hypothesis of memory formation were 
initiated by Flexner and associates in the early 1960s (e.g., Flexner et al., 
1962, 1965), but the interpretation of the findings was clouded by serious 
problems. The research involved administering to experimental subjects 
an inhibitor of protein synthesis at various times close to training, while 
control subjects received an inactive substance, and comparing test perfor- 
mance of experimental and control subjects at a later time. Unfortunately, 
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the inhibitors of protein synthesis then available for research (such as 
puromycin and cycloheximide) were rather toxic, which impeded experi- 
ments and complicated interpretation. Also, it appeared that inhibition of 
protein synthesis could prevent memory formation after weak training but 
not after strong training (e.g., Barondes, 1970). 

A recently discovered protein-synthesis inhibitor, anisomycin (ANI), 
helped to overcome these problems. Schwartz et al. (1971) reported 
that ANI did not prevent an electrophysiological correlate of short-term 
habituation or sensitization in an isolated ganglion of Aplysia, but they did 
not investigate whether ANI could prevent long-term effects. 

Then Bennett discovered that ANI, administered shortly before train- 
ing, prevents formation of long-term memory (LTM) in rats (Bennett, 
Orme, and Hebert, 1972). This opened the way to resolving the main chal- 
lenges to the protein-synthesis hypothesis of formation of LTM. ANI is 
much less toxic than other protein synthesis inhibitors, and giving doses 
repeatedly at 2-hour intervals can prolong the duration of cerebral inhi- 
bition at amnestic levels. By varying the duration of amnestic levels of 
inhibition in this way, we found that the stronger the training, the longer 
inhibition of protein synthesis had to be maintained to prevent formation of 
LTM (Flood et al., 1973, 1975). We also found that protein must be synthe- 
sized in the cortex soon after training if LTM is to be formed; short-term 
memory (STM) or intermediate-term memory (ITM) do not require pro- 
tein synthesis (e.g., Bennett et al., 1972; Mizumori et al., 1985; Mizumori 
et al., 1987). From the time that Bennett showed the value of ANI is 
studying formation of LTM, this agent has been in frequent use for this 
purpose. 

We then designed further studies to find the neurochemical processes 
that underlie formation of STM and ITM. Lashley's concern, mentioned 
previously, that some kinds of memory appear to be formed too quickly to 
allow growth of neural connections, ignored the distinction between STM 
and LTM, even though William James (1890) had already distinguished 
between these stores (although under different names). Observing this 
distinction was necessary if one was to look for different mechanisms of 
the two kinds of memory traces that Hebb distinguished: transient, labile 
memory traces, on the one hand, and stable, structural traces, on the 
other. 

Much of our work on the neurochemistry of STM and ITM was done 
with chicks, which have several advantages for this research, including 
the following: The chick system is convenient for studying the stages of 
memory formation because chicks can be trained rapidly in a one-trial peck- 
avoidance paradigm and can be tested within seconds after training, or 
hours or days later. Large numbers of chicks can be studied in a single run, 
so one can compare different agents, doses, and times of administration 
within the same batch of subjects. Unlike invertebrate preparations, the 
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chick system can be used to study the roles of different vertebrate brain 
structures and to investigate questions of cerebral asymmetry in learning 
and memory. The chick system permits study of learning and memory in 
the intact animal. The successive neurochemical stages occur more slowly 
in the chick than in the rat, thus allowing them to be separated more 
clearly. We have stated further advantages elsewhere (e.g., Rosenzweig, 
1990; Rosenzweig et al., 1992). 

Although some amnestic agents, such as ANI, diffuse readily through- 
out the brain, we found that others affect only a restricted volume of tissue 
at amnestic concentrations (Patterson et al., 1986). We employed such 
agents to reveal the roles of different brain structures in different stages 
of memory formation (e.g., Patterson et al., 1986; Serrano et al., 1995). 

Using the chick system, several investigators have traced a cascade of 
neurochemical events from initial stimulation to synthesis of protein and 
structural changes (e.g., Gibbs and Ng, 1977: Ng and Gibbs, 1991; Rose, 
1992a, 1992b; Rosenzweig et al., 1992). At some if not all stages, paral- 
lel processes occur. Briefly, here are some of the events: The cascade is 
initiated when sensory stimulation activates receptor organs that stimu- 
late afferent neurons by using various synaptic transmitter  agents such 
as ACh and glutamate. Inhibitors of ACh synaptic activity, such as scopo- 
lamine and pirenzepine, can prevent STM. So can inhibitors of glutamate 
receptors, including both the NMDA and AMPA receptors. Alteration of 
regulation of ion channels in the neuronal membrane can inhibit STM 
formation, as seen in effects of lanthanum chloride on calcium channels 
and of ouabain on sodium and potassium channels. Inhibition of second 
messengers is also amnestic, for example inhibition of adenylate cyclase 
by forskolin or of diacylglycerol by bradykinin. These second messengers 
can activate protein kinases~enzymes that catalyze addition of phosphate 
molecules to proteins. We found that two kinds of protein kinases are 
important in formation, respectively, of ITM or LTM. Agents that inhibit 
calcium calmodulin protein kinases (CaM kinases) prevent formation of 
ITM, whereas agents that  do not inhibit CaM kinases but do inhibit pro- 
tein kinase A (PKA) or protein kinase C (PKC) prevent formation of LTM 
(Rosenzweig et al., 1992; Serrano et al., 1994). From this research, Serrano 
et al. (1995) in our laboratories were able to predict for a newly available 
inhibitor of PKC, chelerythrine, its effective amnestic dose and how long 
after training it would cause memory to decline. 

One-trial training leads to increase of immediate early gene messenger 
RNA in the chick forebrain (Anokhin and Rose, 1991) and to increase in 
the density of dendritic spines (Lowndes and Stewart, 1994). Many of these 
effects occur only in the left hemisphere of the chick or are more promi- 
nent in the left than in the right hemisphere. Thus, learning in the chick 
system permits study of many steps that lead from sensory stimulation to 
formation of neuronal structures involved in memory. 
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The neurochemical cascade involved in formation of memory in the 
chick was soon shown to be similar to the cascade involved in long-term 
potentiation in the mammalian brain (e.g., Colley and Routtenberg, 1993) 
and in the nervous systems of invertebrates (e.g., Krasne and Glanzman, 
1995). DeZazzo and Tully (1995) have compared STM, ITM, and LTM in 
fruit flies, chicks, and rats. Tully et al. (1996) have shown that the three 
stages of memory in the fruit fly depend on three different genes. 

The fact that similar neurochemical cascades are involved in memory 
formation in mammals, birds, and invertebrates should not be interpreted 
to mean that this is the only sequence of events that  underlies memory 
formation. In fact, research has borne out Tolman's prescient 1949 insight 
that there may be many mechanisms of memory. For example, whereas 
induction of long-term potentiation (LTP) requires activation of NMDA 
receptors in some parts of the brain, it can occur in other regions after 
inhibition of NMDA receptors, and in those regions activation of opioid 
receptors is required for LTP induction. We also found that opioid ago- 
nists tend to impair, and opioid antagonists to enhance, memory formation. 
We found that different opioids appear to modulate formation of different 
stages of memory (e.g., Colombo et al., 1992, 1993; Patterson et al., 1989; 
Rosenzweig et al., 1992). Neuroscientist Seymour Kety foresaw the finding 
of multiple mechanisms of memory formation in the 1970s, as the following 
quotation shows: 

So profound and powerful an adaptation as learning or memory 
is not apt to rest upon a single modality. Rather, I suspect 
that  advantage is taken of every opportunity provided by evolu- 
tion. There were forms of memory before organisms developed 
nervous systems, and after that remarkable leap forward it is 
likely that  every new pathway and neural complexity, every new 
neural transmitter, hormone, or metabolic process that  played 
upon the nervous system and subserved a learning process was 
preserved and incorporated (Kety, 1976, pp. 321-322). 

Parts of the Neurochemical Cascade Can Be Related to 
Different Stages of Memory Formation 

Some of the difficulty in attempting to relate parts of the neurochemi- 
cal cascade to different stages of memory formation comes from problems 
of defining stages of memory, as I have discussed more fully elsewhere 
(Rosenzweig et al., 1993). Consider, for example, some very different 
notions about the duration of STM. Early investigators of human STM 
(Brown, 1958; Peterson and Peterson, 1959) reported that it lasts only 
about 30 seconds if rehearsal is prevented. Agranoff et al. (1966) reported 
that in goldfish, if formation of LTM is prevented by an inhibitor of protein 
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synthesis, STM can last up to 3 days, although normally LTM forms within 
an hour after training. Kandel et al. (1987) wrote that  in Aplysia, "A single 
training trial produces short-term sensitization that lasts from minutes to 
hours" (p. 17) and that long-term memory is "memory that lasts more 
than one day" (p. 35). Rose (1995) suggested that, in the chick, memories 
that  persist only a few hours involve a first wave of glycoprotein synthesis; 
whereas "true long-term memory" requires a second wave of glycoprotein 
synthesis, occurring about 6 hours after training. 

Instead of considering that STM can last several hours or even a day 
or more, it is useful to posit one or more intermediate-term memory (ITM) 
stages occurring between STM and LTM, as some theorists have done since 
the 1960s (e.g., McGaugh 1966, 1968). Thus, Gibbs and Ng (1977) referred 
to a "labile" stage occurring between STM and LTM and later (e.g., 1984) 
called this the intermediate stage of memory. My coworkers and I have 
discussed mechanisms of STM, ITM, and LTM in a series of papers (e.g., 
Rosenzweig et al., 1984, 1992, 1993; Mizumori et al., 1987; Patterson 
et al., 1988). In investigating effects of protein kinase inhibitors (PKIs) 
on memory formation in chicks, we reported that those agents that inhibit 
CaM kinase activity disrupt formation of what some workers with chicks 
identify as ITM (lasting from about 15 min to about 60 min posttraining); 
those agents that inhibit PKC, PKA, or PKG but do not inhibit CaM kinase 
disrupt the formation of LTM (Rosenzweig et al., 1992; Serrano et al., 
1994). Other investigators prefer to refer to different phases or stages of 
LTM rather than use the expression ITM. Thus, studying the LTP analog to 
memory in slices of rat hippocampus, Huang and Kandel (1994) reported 
findings similar to those of Rosenzweig et al. (1992) and Serrano et al. 
(1994) with regard to the roles of two classes of protein kinases: Inhibitors 
of CaM kinase activity disrupted what Huang and Kandel called a tran- 
sient early phase of LTP (E-LTP), evoked by moderately strong stimuli 
and lasting from 1 hr to less than 3 hr after induction of LTP; agents 
that inhibited PKA but did not inhibit CaM kinase disrupted the forma- 
tion of what they called a later, more enduring phase of LTP (L-LTP), 
evoked by strong stimulation and lasting at least 6-10 hr. Weak stimuli 
evoke only short-term potentiation (STP), lasting only 20-30 min. As men- 
tioned above, Rose (1995) suggests that in the chick, a kind of LTM that 
lasts a few hours involves a first wave of glycoprotein synthesis, whereas 
"true long-term memory" requires a second wave of glycoprotein synthesis, 
occurring about 6 hr after training. Rather than call the memory associ- 
ated with Rose's first 6-hr-long wave a form of LTM, I believe it is better 
to designate it by a special term, such as ITM, and to note that there is an 
earlier STM lasting only a few minutes, as has been shown in many exper- 
iments with the chick. The findings in this area, in my opinion, support 
the hypothesis of at least three sequentially dependent stages of memory 
formation, each dependent on different neurochemical processes. 
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Writing, Editing, Publishing 
I succeeded in writing up most of my research promptly and encouraged 
my students to do the same, believing that science does not exist until 
it is published. In addition to research, much of my work has involved 
writing, editing, and publishing, so I will conclude with a bit about these 
activities. 

In 1968 my Berkeley colleague Paul Mussen was invited to be edi- 
tor of the Annual Review of Psychology, and he invited me to share the 
editorship. The annual meetings of the editorial committee, in which we 
reviewed progress in the main fields of psychology and decided whom to 
invite to write chapters, were stimulating occasions. After five years of 
collegial joint editorship, Paul retired as coeditor and was succeeded by 
our former Berkeley colleague, Lyman Porter. Porter and I continued as 
coeditors through 1995. One of my innovations was to have a chapter 
on psychology in the host country of the congresses of the International 
Union of Psychological Science (IUPsyS) and the International Association 
of Applied Psychology. Thus, every two years, readers were informed about 
psychology in another country. 

In the 1970s, a failed publication gave rise indirectly to an influential 
conference volume. I took part in 1973 in a symposium of the American 
Association for the Advancement of Science (AAAS) and was disappointed 
when the promised publication did not materialize. But in the audience 
at the symposium was an officer of the National Institute of Education 
(NIE), and he invited me to organize, with financial support from the NIE, 
an international conference that would summarize and evaluate the cur- 
rent status of research on learning and memory and their neural bases. 
I asked my chemist collaborator Edward L. Bennett to cochair the confer- 
ence. We recruited an outstanding group of contributors and spent June 
24-28, 1974 presenting and discussing at the conference center in Asilomar, 
California. The large proceedings volume appeared in 1976 (Rosenzweig & 
Bennett, Eds.). 

From the start of my appointment at Berkeley I taught the course in 
what was then called physiological psychology. After he joined the depart- 
ment, Arnold Leiman alternated with me in teaching the course. We were 
not satisfied with existing textbooks in the subject, so Arnie and I wrote 
our own text, which first appeared in 1982; a second edition appeared in 
1989. Arnie had an unmatched scholarly mastery of the field, and he was 
a gifted teacher, but he was a slow writer. We then changed publishers and 
gained a talented third author, our Berkeley colleague S. Marc Breedlove, 
for our next edition (Rosenzweig, Leiman & Breedlove, 1996). The book 
was adopted widely, and successive editions followed. After Arnie's death, 
we invited Neil V. Watson to be our coauthor. Meanwhile, Marc Breedlove 
had left Berkeley, so it was no longer possible just to go down the hall to 
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discuss some aspect of the manuscript. Instead we collaborated by e-mail, 
FedEx, and phone. It has been a pleasure to reach students in many coun- 
tries of the world through the text. Translations of the text have been 
made into French, Italian, Portuguese, and Spanish, further increasing 
our scope. 

In 1990-1991, as president of the IUPsyS, I conducted a survey 
about psychology and psychological research among our national mem- 
ber societies. I then edited a volume that described and evaluated the 
status of psychology internationally (Rosenzweig, Ed., 1992). Later, Kurt 
Pawlik, my successor as president of IUPsyS, and I organized and edited 
the International Handbook of Psychology with 51 chapters surveying all 
of modern psychology, written by authors from 19 countries (Pawlik & 
Rosenzweig, Eds., 2000). 

To mark the first half century of the IUPsyS, its executive committee 
asked me and a few colleagues to write the History of the International 
Union of Psychological Science (Rosenzweig, Holtzman, Sabourin & 
B~langer, 2000). This covered the history, not only since the formal 
founding of the union in 1951, but going back to the first International 
Congress of Psychology in 1889 and to the International Congress Com- 
mittee that organized 12 successive international congresses through 1951. 
We combed the published records and the extensive archives of the union, 
but wished we could have consulted some recently deceased colleagues 
who spanned the transition from the International Congress Committee 
to the formation of the union. This convinced me of the importance of 
leaving autobiographical accounts and of contributing personal records to 
archives. 

A c k n o w l e d g m e n t s  

It is a pleasure for me to acknowledge that in my publications and in my 
research I have benefitted from association and collaboration with many 
gifted and stimulating collaborators. My hearty thanks and deep appre- 
ciation go to all of them, and especially to Edward L. Bennett, S. Marc 
Breedlove, Marian C. Diamond, David Krech, Arnold L. Leiman, Paul 
Mussen, Kurt Pawlik, and Bruno Will. My appreciation also goes to the 
talented students, post-doctoral fellows, and skillful assistants who worked 
with me. I also want to acknowledge indispensable financial support from 
a number of agencies and organizations: March of Dimes; Miller Institute 
for Basic Research in Science, University of California; National Insti- 
tute of Drug Abuse; National Institutes of Health, U.S. Public Health 
Service; National Institute of Mental Health, U.S. Public Health Service; 



Mark  R. Rosenzweig 647 

Nat ional  Science Foundat ion;  Office of Educat ion;  U.S. Atomic Energy  
Commission.  

Selected Bibliography 

Agranoff BW, Davis RE, Brink JJ. Chemical studies on memory fixation in goldfish. 
Brain Res 1966;1:303-309. 

Altman J, Das GD. Autoradiographic examination of the effects of enriched envi- 
ronment on the rate of glial multiplication in the adult rat brain. Nature 
1964;204:1161-1163. 

Anokhin K~, Rose SPR. Learning-induced increase of early immediate gene mes- 
senger RNA in the chick forebrain. Eur J Neurosci 1991;3:162-167. 

Bain A. Mind and body: The theories of their relation. London: Henry S. King, 1872. 
Barondes SH. Some critical variables in studies of the effect of inhibitors of protein 

synthesis on memory. In Byrne WL, ed. Molecular approaches to learning and 
memory. New York: Academic Press, 1970; 27-34. 

Bennett EL, Crossland J, Krech D, Rosenzweig MR. Strain differences in acetyl- 
choline concentrations in the brain of the rat. Nature 1960;187:787-790. 

Bennett EL, Diamond MC, Krech D, Rosenzweig MR. Chemical and anatomical 
plasticity of brain. Science 1964;146:610-619. 

Bennett EL, Krech D, Rosenzweig MR, Karlsson H, Dye N, Ohlander A. 
Cholinesterase and lactic dehydrogenase activity in the rat brain. J Neurochem 
1958;3:153-160. 

Bennett EL, Orme AE, Hebert M. Cerebral protein synthesis inhibition and amne- 
sia produced by scopolamine, cycloheximide, streptovitacin A, anisomycin, and 
emetine in rat. Fed Proc 1972;31:838. 

Bennett EL, Rosenzweig MR. Chemical alterations produced in brain by envi- 
ronment and training. In Lajtha A, ed. Handbook of neurochemistry, vol. 6. 
New York: Plenum Press, 1971; 173-201. 

Bennett EL, Rosenzweig MR, Diamond MC. Time courses of effects of differential 
experience on brain measures and behavior of rats. In Byrne WL, ed. Molecular 
approaches to learning and memory. New York: Academic Press, 1970;69-85. 

Bennett EL, Rosenzweig MR, Krech D, Ohlander A. Individual, strain and 
age differences in cholinesterase activity of the rat brain. Neurochemistry 
1958;3:144-152. 

Bennett EL, Rosenzweig MR, Krech D, Ohlander A, Morimoto H. Cholinesterase 
activity and protein content of rat brain. J Neurochem 1961;6:210-218. 

Bennett EL, Rosenzweig MR, Morimoto H, Hebert M. Maze training alters brain 
anatomy and cortical RNA/DNA ratios. Behav Neural Biol 1979;26:1-22. 



648 Mark R. Rosenzweig 

Bennett EL, Rosenzweig MR, Wu SYC. Excitant and depressant drugs modulate 
effects of environment on brain weight and cholinesterases. Psychopharma- 
cologia 1973;33:309-328. 

Boring EG. A history of experimental psychology, 2nd ed. New York: Appleton- 
Century-Crofts, 1950. 

Cajal RS. La fine structure des centres nerveux. Proc R Soc Lond 1894;55:444-468. 
Colley PA, Routtenberg A. Long-term potentiation as synaptic dialogue. 

Brain Res Rev 1993;18:115-122. 
Colombo PJ, Martinez JL Jr, Bennett EL, Rosenzweig MR. Kappa opioid receptor 

activity modulates memory for peck-avoidance training in the 2-day-old chick. 
Psychopharmacology 1992;108:235-240. 

Colombo PJ, Thompson KR, Martinez JL Jr, Bennett EL, Rosenzweig MR. 
Dynorphin (1-13) impairs memory formation for aversive and appetitive 
learning in chicks. Peptides 1993;14:1165-1170. 

Cragg BG. Plasticity of synapses. In Bourne GH, ed. The structure and function of 
nervous tissue, vol. 4. New York; Academic Press, 1972;2-60. 

Cummins RA, Walsh RN, Budtz-Olsen AE, Konstantinos T, Horsfall CR. 
Environmentally-induced changes in the brains of elderly rats. Nature 
1973;243:516-518. 

Davis JN, Crisostomo EA, Duncan PW, Propst M, Feeney DM. Amphetamine and 
physical therapy facilitate recovery from stroke; Comparative animal and 
human studies. In Powers WR, Raichle ME, eds. Cerebrovascular diseases: 
Fifteenth research conference. New York: Raven Press, 1987;297-306. 

DeZazzo J, Tully T. Dissection of memory formation; From behavioral pharmacology 
to molecular genetics. TINS 1995;18:212-218. 

Diamond MC, Johnson R, Ingham C, Rosenzweig MR, Bennett EL. Effects of dif- 
ferential environments on neuronal, nuclear and perikarya dimensions in the 
rat cerebral cortex. Behav Biol 1975;15:107-111. 

Diamond MC, Krech D, Rosenzweig MR. The effects of an enriched environment 
on the histology of the rat cerebral cortex. J Comp Neurol 1964;123:111-119. 

Diamond MC, Law F, Rhodes H, Lindner B, Rosenzweig MR, Krech D, Bennett EL. 
Increases in cortical depth and glia numbers in rats subjected to enriched 
environment. J Comp Neurol 1966;128:117-126. 

Eccles JC. Comment. In Kimble DP, ed. The anatomy of memory. Palo Alto, 
CA: Science and Behavior Books, 1965;97. 

Feeney DM. From laboratory to clinic: Noradrenergic enhancement of physical 
therapy for stroke or trauma patients. In Freund HJ, Sabel BA, Witte OW, 
eds. Brain plasticity. Advances in neurology. Philadelphia: Lippincott Raven, 
1997;73:383-394. 

Feeney DM, Gonzalez A, Law WA. Amphetamine, haloperidol, and experience 
interact to affect rate of recovery after motor cortex injury. Science 1982;217: 
855-857. 

Ferchmin P, Eterovic V. Forty minutes of experience increase the weight and RNA 
content of cerebral cortex in periadolescent rats. Dev Psychobiol 1986;19: 
511-519. 



Mark R. Rosenzweig 649 

Ferchmin P, Eterovic V, Caputto R. Studies of brain weight and RNA content after 
short periods of exposure to environmental complexity. Brain Res 1970;20: 
49-57. 

Flexner JB, Flexner LB, Stellar E, de la Haba G, Roberts RB. Inhibition of protein 
synthesis in brain and learning and memory following puromycin. J Neurochem 
1962;2:595-605. 

Flexner JB, Flexner LB, de la Haba G, Roberts RB. Loss of memory as related to 
inhibition of cerebral protein synthesis. J Neurochem 1965;12:535-541. 

Flood JF, Bennett EL, Orme AE, Rosenzweig MR. Relation of memory formation to 
controlled amounts of brain protein synthesis. Physiol Behav 1975;15:97-102. 

Flood JE Bennett EL, Rosenzweig MR, Orme AE. The influence of duration of 
protein synthesis inhibition on memory. Physiol Behav 1973;10:555-562. 

Forgays DG, Forgays JW The nature of the effect of free-environmental experience 
on the rat. J Comp Physiol Psychol 1952;45:747-750. 

Fuller JL. Transitory effects of experiential deprivation upon reversal learning in 
dogs. Psychonomic Sci 1966;4(7):273-274. 

Geller E, Yuwiler A, Zolman JE Effects of environmental complexity on constituents 
of brain and liver. J Neurochem 1965;12:949-955. 

Gibbs ME, Ng KT. Psychobiology of memory: Towards a model of memory 
formation. Biobehav Rev 1977;1:113-136. 

Globus A, Rosenzweig MR, Bennett EL, Diamond MC. Effects of differential expe- 
rience on dendritic spine counts in rat cerebral cortex. J Comp Physiol Psychol 
1973;82:175-181. 

Goldstein LB, Hulsenbosch CE. Amphetamine facilitates post-stroke recovery. 
Stroke 1999;30:289-298. 

Greenough WT, Volkmar FR. Pattern of dendritic branching in occipital cortex of 
rats reared in complex environments. Exp Neurol 1973;40:491-504. 

Grouse LD, Schrier BK, Bennett EL, Rosenzweig MR, Nelson PG. Sequence diver- 
sity studies of rat brain RNA: Effects of environmental complexity on rat brain 
RNA diversity. J Neurochem 1978;30:191-203. 

Hamm RJ, Temple MD, Buck DL et al. Cognitive recovery from traumatic brain 
injury: Results of posttraumatic brain intervention. In Leven HS, Grafman 
J, eds. Cerebral reorganization of function after brain damage. New York: 
Oxford University Press, 2000; 49-67. 

Haywood J, Rose SPR, Bateson PPG. Effects of an imprinting procedure on 
RNA polymerase activity in the chick brain. Nature 1970;288:373-374. 

Hebb DO. The organization of behavior: A neuropsychological theory. New York: 
Wiley, 1949. 

Huang YY, Kandel ER. Recruitment of long-lasting and protein kinase A-dependent 
long-term potentiation in the CA1 region of hippocampus requires repeated 
tetanization. Learning Memory 1994;1:74-82. 

Hubel DH, Wiesel TN. Binocular interaction in striate cortex of kittens reared with 
artificial squint. J Neurophysiol 1965;28:1041-1059. 

James W. Principles of psychology. New York: Henry Holt, 1890. 



650 Mark R. Rosenzweig 

Kandel ER, Schacher S, Castelluci VF, Goelet P. The long and short of memory in 
Aplysia: A molecular perspective. In Fidia Research Foundation Neuroscience 
Award Lectures. Padova: Liviana Press, 1987. 

Katz JJ, Halstead WG. Protein organization and mental function. Comp Psychol 
Monogr 1950;20:1-38. 

Kelche C, Dalrymple-Alford JC, Will B. Housing conditions modulate the effects 
of intracerebral grafts in rats with brain lesions. Behav Brain Res 1988;53: 
287-296. 

Kety SS. Biological concommitants of affective states and their possible role in 
memory processes. In Rosenzweig MR, Bennett EL, eds. Neural mechanisms 
of learning and memory. Cambridge, MA: MIT Press, 1976;321-322. 

Kilman VL, Wallace CS, Withers GS, Greenough WT. 4 days of differential hous- 
ing alters dendritic morphology of weanling rats. Soc Neurosci Abstracts 
1988;14:1135. 

Krech D, Rosenzweig MR, Bennett EL. Effects of environmental complexity and 
training on brain chemistry. J Comp Physiol Psychol 1960;53:509-519. 

Lowndes M, Stewart MG. Dendritic spine density in the lobus parolfactorius of 
the domestic chick is increased 24 h after one-trial passive avoidance training. 
Brain Res 1994;654:129-136. 

McGaugh JL. Time-dependent processes in memory storage. Science 1966; 
153:1351-1358. 

McGaugh JL. A multi-trace view of memory storage. In Bovet D, Bovet-Nitti F, 
Oliviero A, eds. Recent advances in learning and memory. Rome: Roma 
Accademia Nazionale dei Lincei, 1968, pp 13-24. 

Milner PM. The mind and Donald O. Hebb. Sci Am 1993;268:124-129. 
Mizumori SJY, Rosenzweig MR, Bennett EL. Long-term working memory in the rat: 

Effects of hippocampally applied anisomycin. Behav Neurosci 1985;99:220-232. 
Mizumori SJY, Sakai DH, Rosenzweig MR, Bennett EL, Wittreich P. Investigations 

into the neuropharmacological basis of temporal stages of memory formation 
in mice trained in an active avoidance task. Behav Brain Res 1987;23:239-250. 

Mohammed AH, Zhu SW, Darmopil S, Leffler JH, Ernfors P e t  al. Environmental 
enrichment and the brain. Prog Brain Res 2002;138:109-133. 

Miiller GE, Pilzecker A. Experimentale Beitrage zur Lehre vom Gedachtnis [Exper- 
imental research on memory]. Zeitschrift Psychologie 1990;(Suppl):l-288. 

Patterson TA, Alvarado MC, Rosenzweig MR, Bennett EL. Time courses of amnesia 
development in two areas of the chick forebrain. Neurochem Res 1988;13: 
643-647. 

Patterson TA, Alvarado MC, Warner JT, Bennett EL, Rosenzweig MR. Memory 
stages and brain asymmetry in chick learning. Behav Neurosci 1986;100: 
856-865. 

Pawlik K, Rosenzweig MR, eds. The international handbook of psychology. London: 
Sage, 2000. 

Rampon C, Tsien JZ. Genetic analysis of learning behavior-induced structural 
plasticity. Hippocampus 2000;10:605-609. 



Mark R. Rosenzweig 651 

Renner MJ, Rosenzweig MR. Enriched and impoverished environments: Effects on 
brain and behavior. New York: Springer Verlag, 1987. 

Riege WH. Environmental influences on brain and behavior of old rats. Dev Psy- 
chobiol 1971;4:157-167. 

Riege WH, Morimoto H. Effects of chronic stress and differential environments 
upon brain weights and biogenic amine levels in rats. J Comp Physiol Psychol 
1970;71:396-404. 

Rose SPR. Glycoproteins and memory storage. Behav Brain Res 1995;66:73-78. 
Rosenzweig MR. Discrimination of auditory intensities in the cat. Am J Psychol 

1946;59:127-136. 
Rosenzweig MR. Representations of the two ears at the auditory cortex. Am J 

Physiol 1951;167:148-158. 
Rosenzweig MR. Auditory localization. Sci Am 1961;205:132-142. 
Rosenzweig MR. Effects of heredity and environment on brain chemistry, brain 

anatomy and learning ability in the rat. In Edwards AJ, Cawley JF, eds. 
Symposium on physiological determinates of behavior: Implications for mental 
retardation. Lawrence, KS: Kansas Studies in Education, 1964;14:3-34. 

Rosenzweig MR. Environmental complexity, cerebral change, and behavior. Am Psy- 
chol 1966;21:321-332. 

Rosenzweig MR. Effects of environment on development of brain and of behavior. 
In Tobach E, Aronson EL, Shaw E, eds. The biopsychology of development. 
New York: Academic Press, 1971;303-342. 

Rosenzweig MR. Effects of environment on brain and behavior in animals. 
In Schopler E, Reichler RJ, eds. Psychopathology and child development. 
New York: Plenum Press, 1976;33-49. 

Rosenzweig MR. Responsiveness of brain size to individual experience: Behavioral 
and evolutionary implications. In Hahn M, Jensen C, Dudek B, eds. Develop- 
ment and evolution of brain size: Behavioral implications. New York: Academic 
Press, 1979;263-294. 

Rosenzweig MR. Animal models for effects of brain lesions and for rehabilitation. 
In Bach-y-Rita P, ed. Recovery of function following brain injury: Theoretical 
considerations. Bern, Switzerland: Hans Huber, 1980;127-172. 

Rosenzweig MR. Neural bases of intelligence and training. J Special Education 
1981a;15:106-123. 

Rosenzweig MR. Brain mechanisms of learning and memory: Research and applica- 
tions. Proceedings of XXII International Congress of Psychology, Leipzig 1980. 
Amsterdam: North Holland Elsevier, 1981b;200-207. 

Rosenzweig MR. Neuronal plasticity related to cognition. In Klix F, Naatanen R, 
Zimmer K, eds. Psychophysiological approaches to human information process- 
ing. Amsterdam: North Holland/Elsevier, 1985;31-35. 

Rosenzweig MR. Multiple models of memory. In Friedman SL, Klivington KA, 
Peterson RW, eds. The brain, cognition and education. New York: Academic 
Press, 1986;347-371. 

Rosenzweig MR, ed. International psychological science: Progress, problems, and 
prospects. Washington, DC: American Psychological Association, 1992. 



652 Mark R. Rosenzweig 

Rosenzweig MR. Mark R. Rosenzweig [Autobiography for Award for Distinguished 
Contributions to the International Advancement of Psychology.] Am Psychol 
1998;53:413-415. 

Rosenzweig MR. Social and psychological consequences of neuroscience applica- 
tions. In Kazancil A, Makinson D, eds. World social science report. Paris: 
UNESCO and Editions Elsevier, 1999a;322-323. 

Rosenzweig MR. Effects of differential experience on brain and cognition through- 
out the life span. In Broman SH, Fletcher JM, eds. The changing nervous 
system: Neurobehavioral consequences of early brain disorders. New York: 
Oxford University Press, 1999b;25-50. 

Rosenzweig MR. Animal research on effects of experience on brain and behavior: 
Implications for rehabilitation. Infants Young Child 2002;15:1-10. 

Rosenzweig MR, Bennett EL, eds. Neural mechanisms of learning and memory. 
Cambridge, MA: MIT Press, 1976a. 

Rosenzweig MR, Bennett EL. Enriched environments: Facts, factors and fantasies. 
In Petrinovich L, McGaugh JL, eds. Knowing, thinking, and believing. 
New York: Plenum Press, 1976;179-213. 

Rosenzweig MR, Bennett EL. How plastic is the nervous system? In Taylor B, 
Ferguson J, eds. A comprehensive handbook of behavioral medicine, vol. 1. 
Jamaica, NY: Spectrum Publications, 1980;149-185. 

Rosenzweig MR, Bennett EL. Psychobiology of plasticity: Effects of training and 
experience on brain and behavior. Behav Brain Res 1996;78:57-65. 

Rosenzweig MR, Bennett EL, Diamond MC. Cerebral effects of differential 
environments occur In hypophysectomized rats. J Comp Physiol Psychol 
1972a;79:56-66. 

Rosenzweig MR, Bennett EL, Diamond MC. Brain changes in response to experi- 
ence. Sci Am 1972b;226:22-29. 

Rosenzweig MR, Bennett EL, Sherman PW. Effects of field and laboratory envi- 
ronments on development of brain in ground squirrels: Evolution of brain 
plasticity. Soc Neurosci Abstracts 1979;5(2160):634. 

Rosenzweig MR, Bennett EL, Sherman PW, Alberti MH. Effects of hibernation and 
differential environments on weights and nucleic acids in brains of Belding's 
ground squirrels. Soc Neurosci Abstracts 1980;6(215.19):635. 

Rosenzweig MR, Holtzman WH, Sabourin M, B~langer D. History of the 
International Union of Psychological Science (IUPsyS). Hove, England: Psy- 
chology Press, 2000. 

Rosenzweig MR, Krech D, Bennett EL. Brain enzymes and adaptive behaviour. 
In Ciba Foundation Symposium on Neurological basis of behaviour. London: 
J & A Churchill, 1958a;337-335. 

Rosenzweig MR, Krech D, Bennett EL. Brain chemistry and adaptive behavior. 
In Harlow HE Woolsey CN, eds. Biological and biochemical bases of behavior. 
Madison: Wisconsin University Press, 1958b;367--400. 

Rosenzweig MR, Krech D, Bennett EL. A search for relations between brain 
chemistry and behavior. Psychol Bull 1960;57:476-492. 



Mark R. Rosenzweig 653 

Rosenzweig MR, Krech D, Bennett EL. Heredity, environment, brain biochemistry, 
and learning. In Current trends in psychological theory. Pittsburgh: University 
of Pittsburgh Press, 1961;87-110. 

Rosenzweig MR, Krech D, Bennett EL, Diamond MC. Effects of environmental 
complexity and training on brain chemistry and anatomy: A replication and 
extension. J Comp Physiol Psychol 1962;55:429-437. 

Rosenzweig MR, Bennett EL, Diamond MC. Modifying brain chemistry and 
anatomy by enrichment or impoverishment of experience. In Newton G, 
Levine S, eds. Early experience and behavior. Springfield, IL: CC Thomas, 1968; 
258-298. 

Rosenzweig MR, Leiman AL, Breedlove SM. Biological psychology. Sunderland, 
MA: Sinauer Associates, 1996. 

Rosenzweig MR, Love W, Bennett EL. Effects of a few hours of enriched experience 
on brain chemistry and brain weights. Physiol Behav 1968;3:819-825. 

Schwartz S. Effect of neonatal cortical lesions and early environmental factors on 
adult rat behavior. J Comp Physiol Psychol 1964;57:72-77. 

Schwartz JH, Castelluci VF, Kandel ER. Functioning of identified neurons and 
synapses in abdominal ganglion of Aplysia in absence of protein synthesis. 
J Neurophysiol 1971;34:939-963. 

Serrano PA, Beniston DS, Oxonian MG, Rodriguez WA, Rosenzweig MR, 
Bennett EL. Differential effects of protein kinase inhibitors and activators 
on memory formation in the 2-day-old chick. Behav Neural Biol 1994;61: 
60-72. 

Serrano PA, Rodriguez WA, Pope B, Bennett EL, Rosenzweig MR. Protein kinase C 
inhibitor chelerythrine disrupts memory formation in chicks. Behav Neurosci 
1995;109:1-7. 

Teuber H-L. Physiological psychology. Annu Rev Psychol 1955;6:267-296. 
Tully T, Bolwig G, Christensen T, Connolly J, DelVecchio M, DeZazzo J, Dubnau J, 

Jones C, Pinto S, Regulski M, Svedberg B, Velinzon, K. A return to genetic 
dissection of memory in Drosophila. Function & dysfunction in the nervous 
system. Cold Spring Harbor Syrup Quant Biol 1996;LXI:207-218. 

van Praag H, Kempermann G, Gage FH. Neural consequences of environmental 
enrichment. Nat Neurosci 1999;1:191-198. 

Walker-Batson D, Curtis Set  al. A double-blind, placebo-controlled study of the use 
of amphetamine in the treatment of aphasia. Stroke 2001;32:2093-2098. 

Walker-Batson D, Smith P, Curtis S, Unwin DH. Neuromodulation paired with 
learning dependent practice to enhance post stroke recovery? Restor Neurol 
Neurosci 2004;22:387-392. 

Wallach H, Newman EB, Rosenzweig MR. Precedence effect in sound localization. 
Am J Psychol 1949;62:315-336. 

West RW, Greenough WT. Effects of environmental complexity on cortical synapses 
of rats: Preliminary results. Behav Biol 1972;7:279-284. 

Wiesel TN, Hubel DH. Single-cell responses in striate cortex of kittens deprived of 
vision in one eye. J Neurophysiol 1963;26:1003-1017. 



654 Mark R. Rosenzweig 

Will BE, Rosenzweig MR, Bennett EL. Effects of differential environments on recov- 
ery from neonatal brain lesions, measured by problem-solving scores and brain 
dimensions. Physiol Behav 1976;16:603-611. 

Will B, Galani R, Kelche C, Rosenzweig MR. Recovery from brain injury in animals: 
Relative efficacy of environmental enrichment, physical exercise or formal 
training (1990-2002). Prog Neurobiol 2004;72(3):167-182. 

Wolfer DP, Litvin O, Morf S, Nitsch RM, Lipp H-P, Wuerbel H. Cage enrichment 
and mouse behaviour. Nature 2004;432:821-822. 

York AD, Breedlove SM, Diamond MC, Greer ER. Housing adult male rats in 
enriched conditions increases neurogenesis in the dentate gyrus. Soc Neurosci 
Abstracts 1989;15(383.11):962. 


