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Introduction
Diseases of the nervous system represent an enormous 
burden for society in terms of human suffering and 
financial cost. While significant advancements have 
been achieved over the last few decades particularly 
in terms of genetic linkage, clinical classification, 
and patient care, effective treatments are lacking. 
The inaccessibility of the relevant tissues and cell 
types in the CNS and the complex, multifactorial 
nature of most neurological disorders have hampered 
research progress. Animal models have been crucial 
in the investigation of disease mechanisms, but 
fundamental developmental, biochemical, and 
physiological differences exist between animals and 
humans. The importance of utilizing human cells 
for these purposes is evident by the large number of 
drugs that show efficacy and safety in rodent models 
of diseases but subsequently fail in human clinical 
trials, failures that are attributed partly to these 
species differences (Rubin, 2008). Furthermore, 
the overwhelming majority of neurological disease 
is of a sporadic nature, rendering animal modeling 
ineffective, while it remains unclear whether the 
relatively rare monogenic forms of disease truly 
represent the vast majority of sporadic cases.

The simultaneous development of methods for 
reprogramming adult cells into induced pluripotent 
stem cells (iPSCs) (Takahashi et al., 2007; Yu 
et al., 2007; Park et al., 2008) and the directed 
differentiation of pluripotent stem cells into distinct 
neuronal subtypes (Williams et al., 2012) suggested 
an attractive route to a novel model system for the 
study of neurological disorders. Patient-specific iPSCs 
can be generated using epigenetic reprogramming of 
various adult cell types, such as skin fibroblasts and 
blood mononuclear cells, and just like embryonic 
stem cells (ESCs), self-renew indefinitely and retain 
the potential to give rise to all cell types in the 
human body (Takahashi et al., 2007). More recently, 
sophisticated lineage-conversion approaches have 
allowed for the direct generation of neurons and 
neural cell types from adult cells by means of 
overexpressing key transcription factors (Tsunemoto 
et al., 2014). These methods have overcome some of 
the limitations of directed differentiation and have 
enabled the generation of cell types that, in many 
cases, were previously unattainable.

The overwhelming advantages of using iPSCs and 
lineage conversion to develop models of diseases 
of the nervous system are that they allow one to 
study disease mechanisms in the context of human 
neurons and in the context of each patient’s unique 
genetic constellation. In many cases, established 

differentiation protocols allow for the generation 
of the particular neuronal subtype that is most 
vulnerable to the particular disease, such as spinal 
motor neurons (Davis-Dusenbery et al., 2014) and 
dopaminergic neurons (Kriks et al., 2011). These 
neurons can be produced in abundance from variable 
genetic backgrounds and could provide useful 
platforms for drug discovery.

The concept of using iPSCs and lineage conversion 
to study neurological disease appears straightforward: 
both approaches allow for the generation of patient-
specific neurons, which are relevant to the disease 
of interest. In addition, when these neurons are 
compared with neurons generated from healthy 
controls, any differences identified could be related 
to the disease. In practice, however, this approach 
has proven to be more challenging than initially 
believed. What is the right cell type to make and 
study? How should quality control of neurons be 
performed? What are the right controls to use when 
assessing a disease-related phenotype? How do 
phenotypes identified in vitro relate to the clinical 
presentation of patients? These are just some of the 
questions that the community has struggled with 
since the initial description of iPSCs and the onset 
of the development of in vitro patient-specific disease 
models. Perhaps the seemingly biggest advantage of 
this approach—the ability to study disease in the 
genetic background of the patient—has created the 
biggest challenge, as genetic background contributes 
to high variability in the properties of the patient-
derived cells. This variability is a reality that 
neurologists have been facing for years, as often, two 
patients diagnosed with the same condition might 
present with very different clinical profiles. The 
technology of cellular reprogramming has brought 
this reality of clinical heterogeneity seen in patients 
from the bedside to the lab bench.

Since the initial description of reprogramming 
technologies, neuroscientists, neurologists, and stem 
cell researchers have generated and characterized 
hundreds of patient-specific stem cell lines as well as 
neuronal cells derived from them. The first “wave” 
of disease-modeling studies focused on generating 
patient-specific human neurons and confirming 
previously described pathologies (Dimos et al., 2008; 
Ebert et al., 2009; Marchetto et al., 2010; Brennand 
et al., 2011; Seibler et al., 2011; Bilican et al., 2012; 
Israel et al., 2012). More recent studies have revealed 
novel insights into disease mechanisms and employed 
gene editing approaches to clearly demonstrate the 
association of identified phenotypes with known 
genetic variants that contribute to disease (An 



10

NOTES

© 2015 Kiskinis

et al., 2012; Corti et al., 2012; Fong et al., 2013; 
Reinhardt et al., 2013; Kiskinis et al., 2014; Wainger 
et al., 2014; Wen et al., 2014). At the same time, 
our ability to generate neuronal subtypes via directed 
differentiation and the exogenous expression of 
transcription factors has made tremendous progress.

Specificity of Phenotypes:  
The Importance of Controls
Significant technical advancements achieved during 
the past few years have allowed for the generation 
of patient-specific iPSCs that are free from genomic 
integration of the reprogramming factors (Malik 
and Rao, 2013). The essential quality of any 
newly derived iPSC can be easily assessed by (1) 
immunocytochemistry for pluripotency markers (e.g., 
NANOG/SSEA3); (2) a quantitative pluripotency 
assay, such as TaqMan® hPSC Scorecard™ Assay 
(ThermoFisher Scientific, Waltham, MA) or 
PluriTest™ (Scripps Research Institute, available at 
pluritest.org); and (3) analysis of genomic integrity 
(e.g., karyotyping, array comparative genomic 
hybridization).

Disease-modeling studies based on iPSC technology 
have relied on the use of diseased cells derived from 
patients as a model for disease and cells derived from 
healthy individuals as controls. However, genetic and 
potentially epigenetic heterogeneity of iPSC lines 
contributes to functional variability of differentiated 
somatic cells, confounding the evaluation of disease-
modeling experiments (Sandoe and Eggan, 2013). 
Such variability can be introduced at multiple 
levels, including the generation of stem cell lines, 
continuous in vitro culture, variation in cell culture 
reagents, differential efficiencies of neural generation, 
and genetic background. Different approaches can be 
taken to overcoming this variation. One approach is 
through the use of targeted gene editing that results 
in the generation of a control stem cell line that is 
isogenic to the patient one, except for the disease-
causing mutation. Such an approach effectively 
minimizes line-to-line differences and is a crucial 
tool for iPSC-based disease modeling.

CRISPR/Cas9, a recent technology that has emerged, 
allows for the efficient generation of such isogenic 
stem cell lines (CRISPR stands for clustered regularly 
interspaced short palindromic repeats, and Cas9 is 
a class of RNA-guided endonucleases) (Hsu et al., 
2014). The system contains two essential components: 
an enzyme that can cleave DNA so that a double-
strand break or a single nick is generated, and a guide 
RNA that targets the enzyme to a specific genomic 
location. By simultaneously introducing either a 

single-stranded oligodeoxynucleotide containing the 
desired edit, or a targeting plasmid with larger desired 
sequence alterations, the genomic sequence can be 
precisely edited via the cells’ own endogenous repair 
mechanism, homologous recombination. Given the 
incredible versatility of the CRISPR/Cas9 system 
and the continuous evolvement of the technical 
aspects of this approach, it should be expected that 
every iPSC study that focuses on genetic forms of 
disease should include an isogenic control cell line. 
The rescue of a phenotype by genetic correction 
can lead to the conclusion that the genetic lesion 
is necessary for the onset of the phenotype. The 
same technique can be used to introduce a disease-
associated mutation in a healthy iPSC line in order 
to assess whether the mutation in itself is sufficient 
for the onset of particular phenotypes.

An alternative approach to the concern of variation 
would be to utilize multiple stem cell clones from 
each individual patient and compare the desired 
measurement against multiple healthy individuals. 
The use of multiple patient clones would ensure 
that the phenotype is not an artifact of a defective 
clonal cell line, while the use of multiple healthy 
controls should encapsulate sufficient technical 
and genetic variation so that the measured cellular 
properties (e.g., neuronal firing, dendritic density) 
will represent a true average. This approach will be 
important in studies of sporadic disease.

An important point to consider when assessing the 
specificity of an identified phenotype is whether 
it is apparent only in the cell type known to be 
most vulnerable to the disease being modeled. In 
amyotrophic lateral sclerosis (ALS) patients, for 
example, it is the upper and lower motor neurons 
that are initially targeted by disease mechanisms 
and gradually lost, while sensory neurons remain 
relatively unaffected. It would therefore be predicted 
that a phenotype that is truly relevant to the disease 
would not be evident in a sensory neuron generated 
from the same individual. Although this approach 
could be valuable, it should be taken with caution 
for two reasons: (1) because a sensory neuron might 
simply be resistant to a phenotype, and therefore it is 
the effect of the phenotype on the sensory cell that 
should be considered, not simply the presence of the 
phenotype in itself; and (2) because it might be the 
in vivo microenvironment of a sensory neuron that 
confers resistance and not a cell-autonomous trait. 
Nevertheless, studies have demonstrated neuronal-
type specificity of certain phenotypes. These include 
the sensitivity of mutant Parkinson’s disease (PD) 
tyrosine hydroxylase (TH)–positive neurons but 
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NOTESnot TH-negative neurons to H2O2-induced toxicity 
(Nguyen et al., 2011) and morphometric deficiencies 
of mutant ALS, Islet (ISL)–positive motor neurons 
but not ISL-negative neurons grown in the same 
culture dishes (Kiskinis et al., 2014).

A major advantage of using reprogramming 
approaches to study neurological disease is the 
ability to assess the biological variation associated 
with a specific neuronal defect. Consider that a 
phenotype (e.g., defective lysosomal function) has 
been identified in neurons derived from a patient cell 
line and that this phenotype is mutation dependent 
(i.e., it is corrected in an isogenic control line). The 
first level of biological variation can be addressed 
by examining neurons derived from a different 
individual that harbors the exact same mutation in 
the same gene. If the phenotype is not present, then 
additional genetic or epigenetic factors might be 
necessary for the onset of the defect. The next level of 
biological variability can be addressed by examining 
neurons from a patient with a different mutation in 
the same gene. Lastly, the broader relevance of the 
identified phenotype for the disease can be assessed 
by examining the lysosomal function of neurons from 
patients with mutations in different disease-causing 
genes as well as in a large number of sporadic cases.

A Shift in Focus:  
From Developing Neurons to 
Maturing and Aging Them
A critical area that deserves further investigation is 
the maturity and aging of cells derived in vitro. We 
like to think that there are three stages we need to 
consider when setting up in vitro models of disease: the 
development, the maturation, and the natural aging 
process of a neural cell type. Although significant 
advancements have been achieved in generating 
and maturing neural cell types (either by directed 
differentiation or lineage conversion), little has been 
done in terms of affecting the aging of cells. For late-
onset diseases such as ALS, frontotemporal dementia, 
Huntington’s disease (HD), PD, and Alzheimer’s 
disease (AD), it is possible that changes elicited by 
aging are required to induce the disease process. Age 
is the strongest risk factor for neurodegenerative 
diseases, and although there are rare cases with 
early-onset presentation, the overwhelming majority 
of patients develop clinical symptoms in the later 
stages of their lives. The nature of age-related risk 
remains largely unknown, and whether it arises 
from cell-autonomous mechanisms or as a result of 
a systemic dysfunction remains to be determined. A 
number of studies support the notion that cellular 

epigenetic changes in the CNS correlate with 
aging. For example, recent work has demonstrated 
that profound changes in DNA methylation levels 
occur in the brains of mice with age (Lister et al., 
2013), while aging oligodendrocytes lose their 
ability to effectively remyelinate damaged nerves 
(Ruckh et al., 2012). Importantly, under conditions 
of heterochronic parabiosis in mice, the effects on 
oligodendrocytes were reversible, implicating some 
aspect of epigenetic regulation.

Current studies suggest that the transcriptional 
and electrophysiological properties of both iPSC-
derived and lineage-converted neurons are more 
similar to fetal neurons than adult ones (Son et 
al., 2011; Takazawa et al., 2012). It is likely that 
extrinsic factors present during normal development 
or aging are required to activate the maturation 
process. We and others have shown, for example, 
that adding primary astrocytes to lineage-conversion 
cultures significantly improves the maturation of 
induced neurons (Son et al., 2011; Chanda et al., 
2013; Wainger et al., 2015). Additional progress in 
generating more mature and aged cells will require 
a better understanding of the gene expression and 
functional changes associated with maturation and 
aging. This has been difficult to obtain for specific 
neuronal subtypes because of the scarcity of available 
human tissue. Efforts such as those of the Allen Brain 
Institute have shed some light on these markers, but 
future studies will need to analyze specific neuronal 
subtypes in order to be sure that differences between 
aged neurons and young neurons are truly the result 
of aging and not of different neuronal subtypes.

In addition to glial-derived factors, Rubin and 
colleagues recently showed that circulatory 
factors contribute to the aging process in the CNS 
(Katsimpardi et al., 2014). They were able to identify 
a single factor: growth differentiation factor 11 
(GDF11), whose expression normally declines with 
age. Interestingly, restoring GDF11 levels in old 
mice rejuvenated the proliferative and neurogenic 
properties of neural stem cells in the mouse 
(Katsimpardi et al., 2014). This finding suggests that 
other factors may control the aging of neurons and 
could be exploited to regulate this process in vitro.

Studer and colleagues took a more intrinsic approach 
to inducing aging in iPSC-derived neurons by 
expressing progerin, which is a mutant form of 
the Lamin A protein that causes accelerated aging 
phenotypes in humans (Miller et al., 2013). The 
expression of progerin induced higher levels of DNA 
damage and mitochondrial reactive oxygen species 
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NOTES in dopaminergic neurons derived from PD patients, 
which enabled the detection of PD-associated 
disease phenotypes such as dendrite degeneration, 
mitochondrial enlargement, Lewy body–precursor 
inclusions, and suppression of TH expression 
(Miller et al., 2013). It remains unclear whether 
this approach induces the recapitulation of bona fide 
disease processes, but it does represent a new line of 
targeted aging procedures.

From Cell Autonomy to More 
Sophisticated Systems
Neurons do not exist in isolation in the human 
nervous system. Rather, they form elaborate and 
functional networks with other neurons and rely 
on a sophisticated microenvironment that is 
created by the interactions with other neural and 
nonneural cell types, which provide structural, 
metabolic, and functional support as well as 
effective communication (Abbott et al., 2006). Glial 
cells, astrocytes, oligodendrocytes, microglia, and 
endothelial cells exist in abundance in the nervous 
system and play vital functional roles. Glial cells 
buffer harmful ions, astrocytes provide nutrients 
and circulate neurotransmitters around synapses, 
oligodendrocytes form myelin sheaths around 
axons, microglia scavenge and degrade dead cells, 
and endothelial cells are important for maintaining 
the blood–brain barrier. Cell–cell interactions and 
the microenvironment as a whole might mediate 
important neuroprotective or neurotoxic activities 
in response to disease or injury. In fact, a number 
of studies during the past few years have clearly 
demonstrated that non–cell-autonomous processes 
involving astrocytes, oligodendrocytes, and microglia 
play a critical role in mediating disease progression 
and, potentially, onset in neurodegeneration in 
such diseases as ALS, HD, PD, prion disease, the 
spinal cerebellar ataxias, and AD in vivo (Ilieva et 
al., 2009). The strength of utilizing iPSCs to study 
neurological disease is found in their ability to 
generate a range of different cell types from the same 
genetic background. This versatility allows for the 
assessment of how, for example, a specific genetic 
lesion might differentially impact neuronal subtypes. 
It also allows for a rational step-by-step approach for 
assessing how cellular interactions might contribute 
to the evolution of a disease-associated phenotype or 
a cellular response to stress.

The coculture of spinal motor neurons with cortical 
astrocytes has been utilized in one of the first 
stem cell–based models of ALS to demonstrate 
how mutant or healthy astrocytes significantly 

compromise or maintain, respectively, the health of 
a pure population of motor neurons (Di Giorgio et 
al., 2008; Marchetto et al., 2008). The coculture of 
cortical excitatory with cortical inhibitory neurons, 
and the establishment of functional circuitry, might 
be beneficial when studying epileptic syndromes. 
The clinical presentation of epileptic patients is the 
result of the functional control (or lack thereof) of a 
network of neurons, so recapitulating such a network 
could be an essential step toward the development 
of a cellular disease model. The importance of the 
local microenvironment to neuronal function (and 
potentially, dysfunction during disease) is also 
relevant in the context of the three-dimensionality 
that it creates. Neither the brain nor the spinal cord 
hosts isolated neurons surrounded by an entirely 
liquid trophic support (akin to culture media) in 
which nutrients, molecules, and proteins can freely 
diffuse and float around. Recently, Kim, Tanzi, and 
colleagues were able to successfully recapitulate 
amyloid-beta (Aβ) plaques and tau neurofibrillary 
tangles—the two pathological hallmarks of AD—
in a single three-dimensional human neural-cell 
culture system (Choi et al., 2014). Although this 
system was not based on iPSCs, and their cell lines 
expressed slightly elevated protein levels of PSEN1 
and APP, they designed a simple but innovative cell 
culture system with neurons grown embedded within 
a 0.3 mm layer of an extracellular matrix composed 
of BD Matrigel™ Basement Membrane Matrix (BD 
Biosciences, Erembodegem, Belgium). This viscous 
layer reduced the diffusion of secreted Aβ and led 
to the accumulation of aggregated plaques. This was 
the first time this had been achieved in a cell-based 
in vitro system and demonstrates the importance of 
using a three-dimensional environment for disease-
modeling assays.

The recent description of cerebral organoids generated 
from human pluripotent stem cells and resembling 
the three-dimensional regional organization of a 
developing brain has created an exciting opportunity 
for iPSC-based disease-modeling approaches 
(Lancaster et al., 2013). These brain-like structures, 
formed by the combination of external growth factor 
patterning and intrinsic and environmental cues, 
exhibit distinct regional identities that functionally 
interact and, most importantly, recapitulate human 
cortical organization. The authors utilized this 
method to study microcephaly and demonstrate that 
patient-specific organoids show premature neuronal 
differentiation and are capable of developing only 
to a smaller size. Significantly, mouse models have 
failed to effectively recapitulate these disease 
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NOTESphenotypes for microcephaly, probably owing to 
the dramatic differences in the development and 
regional organization of their brain, as mice do not 
have an outer subventricular zone. This system may 
be suitable for the study of other neurodevelopmental 
and neuropsychiatric syndromes in which moderate 
but crucial defects in cortical organization and 
function are present. This approach also may be 
useful for recapitulating human neurodegenerative 
models that primarily affect brain function because it 
may allow for the establishment of neuronal circuitry 
as well as biochemical networks.
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NOTESIntroduction
Despite extensive functional analysis of transcription 
factors, the detailed mechanisms by which they 
regulate gene expression and specify cell identity 
in developing organisms remain poorly understood. 
Recent advances in chromatin mapping technologies 
have provided unprecedented insight into the 
organization of regulatory regions, chromatin 
structure, and the exact positions of transcription 
factor binding sites. The emerging picture of 
extremely plastic chromatin organization prevents 
simple extrapolation of a regulatory landscape from 
one cell lineage or even one developmental stage 
to another. We have developed a pluripotent stem 
cell–based differentiation system that facilitates 
systematic mapping and probing of transcriptional 
regulatory networks that control the specification 
of spinal motor neuron identity. The systematic 
analysis of mechanisms controlling cell type–specific 
regulation of gene expression is facilitated by 
combining inducible stem cell lines, in which gain-
of-function studies can be performed, with unlimited 
access to relatively homogenous populations of cells 
differentiating along the motor neuron lineage. 
Identifying regulatory motifs, transcription factors, 
and cofactors engaged in the specification of motor 
neuron identity provides novel insights into ways to 
efficiently program and derive clinically relevant cell 
types.

Progress in Cell Programming
Recent progress in programming cell fate using 
transcription factors has given hope to those 
pursuing the goal of producing clinically relevant 
cell types for modeling disease and developing new 
therapeutic strategies. Muscle cells, pluripotent stem 
cells, pancreatic beta cells, hepatocytes, and several 
types of neurons have all been created by the forced 
expression of transcription factor combinations 
known as “programming modules” (Tapscott et 
al., 1988; Mann and Carroll, 2002; Takahashi and 
Yamanaka, 2006; Zhou et al., 2008; Son et al., 2011). 
However, the process of transcriptional programming 
remains largely enigmatic. Understanding the 
mechanism through which programming modules 
convert one expression profile to another would 
accomplish two main goals: illuminating the 
process of cell-fate specification during normal 
embryonic development, and aiding the rational 
design of programming modules for producing cell 
types that are difficult to generate using available 
methodologies.

Motor neurons are cholinergic cells located in the 
ventral and caudal CNS, whose developmental 
program is particularly well mapped (Jessell, 2000). 
Spinal somatic motor neurons innervating skeletal 
muscles are derived from the ventral spinal progenitor 
domain and are characterized by the coexpression of 
Isl1, Lhx3, and Hb9 (Mnx1) at the time of their birth 
(Jessell, 2000). The combined expression of Isl1, 
Lhx3, and Ngn2 transcription factors (NIL factors) is 
sufficient to bestow spinal motor neuron identity on 
dorsal spinal progenitors and on spinal progenitors 
derived from embryonic stem cells (ESCs) (Lee 
and Pfaff, 2003; Hester et al., 2011). This finding 
indicates that NIL factors act as a principal motor 
neuron identity–specifying programming module.

To study the process of motor neuron programming, 
we established inducible ESC lines that harbor 
the NIL programming module under the control 
of doxycycline (Dox)–regulated promoter (TetO) 
(Iacovino et al., 2011; Mazzoni et al., 2011). We 
demonstrated that NIL induction in differentiating 
ESCs results in rapid and highly efficient specification 
of spinal motor neuron identity. Taking advantage of 
these robust and efficient programming systems, we 
mapped genome-wide binding sites of programming 
factors in both inducible lines (Mazzoni et al., 2013). 
Computational analysis of occupied cis-regulatory 
elements demonstrated that Isl1 directly interacts and 
synergizes with Lhx3. The Isl1/Lhx3 heterodimers 
cooperate with additional cis-regulatory elements to 
establish active enhancers controlling the expression 
of motor neuron genes.

Results
Specification of cells expressing 
spinal motor markers upon inducible 
expression of Ngn2, Isl1, and Lhx3
To study the programming of spinal and cranial 
motor neuron identity, we generated two Dox-
inducible ESC lines (Mazzoni et al., 2011), one of 
which harbors a polycistronic expression construct 
in which the open reading frames of spinal motor 
neuron determinants Ngn2, Isl1, and Lhx3 (Lee and 
Pfaff, 2003; Hester et al., 2011; Lee et al., 2012) are 
separated by 2A peptides (the iNIL line) (Fig. 1A). 
NIL factors were previously shown to activate the 
specification of motor neuron identity in retinoic 
acid (RA)–treated differentiating ESCs (Hester 
et al., 2011; Lee et al., 2012). We established that 
NIL factors are sufficient to induce the expression of 
spinal motor neuron markers even in the absence of 
RA. Treating differentiating ESCs with Dox resulted 

Stem Cells As a Tool for Studying the Developmental Regulation of Gene Expression

© 2015 Wichterle



20

NOTES

© 2015 Wichterle

Figure 1. Ngn2, Isl1, and Lhx3 (NIL) transcription factors program spinal motor neurons. A, Schematic representation of Dox-
inducible NIL programming modules. TRE: tetracycline response element, F2A, T2A–2A peptide sequences from foot-and-mouth 
disease virus. B, In the absence of patterning signals, NIL-programmed spinal motor neuron exhibit neuronal morphology with 
multiple Tuj1 immunoreactive processes, express Hb9, but do not express the cranial marker Phox2b. Day 2 embryoid bodies 
treated with Dox for 48 h were dissociated, plated on laminin-coated substrate, and analyzed 24 h later. C, NIL-programmed cells 
contain cholinergic synaptic vesicles. Dissociated iNIL cells induced with Dox were cultured on astrocyte monolayers for 7 d and 
stained with the synaptic marker SV2 and the cholinergic markers Vacht and Chat. D, NIL-programmed neurons cultured for 7 d 
on astrocyte monolayers fire repetitive action potentials. Calibration: 20 mV, 250 ms. E, Control and Dox-induced day 4 embryoid 
bodies were implanted into the stage 16 developing chick cervical spinal cord in vivo. Embryos were fixed 2 d later, sectioned, and 
stained with a mouse-specific NCAM antibody. Dense bundles of axons emanating from NIL-induced transplants were observed 
within the ventral root and in axial (left arrow) and limb (right arrow) nerve branches (4 of 5 successfully transplanted embryos). 
Scale bars: B, 50 μm; C, 10 μm; E, 100 μm. Reprinted with permission from Mazzoni et al. (2013), their Figs. 1a, b, f, g, h.
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24 h later. Interestingly, despite continuing Dox 
treatment, Ngn2 expression was extinguished in most 
cells by 48 h, consistent with its transient pattern of 
expression in cells transitioning from progenitors to 
postmitotic motor neurons (Mizuguchi et al., 2001; 
Novitch et al., 2001).

NIL-expressing cells plated on laminin adopted 
typical neuronal morphology, expressed neuronal 
marker class III beta tubulin (Tubβ3, recognized by 
the Tuj1 antibody) and spinal motor neuron marker 
Hb9, and were negative for the cranial motor neuron 
marker Phox2b (Fig. 1B). Quantification revealed 
that the majority of transgenic cells (labeled by 
anti-V5 antibodies) expressed the postmitotic 
neuronal marker NeuN (99.72% ± 0.27% of V5+ 

cells express NeuN) and the spinal motor neuron 
marker Hb9 (99.82% ± 0.17% express Hb9) but 
rarely expressed the cranial motor neuron marker 
Phox2b (0.24% ± 0.28% express Phox2b).

Functional characterization of 
induced NIL neurons
To determine whether transcriptionally programmed 
cells acquired key properties of mature motor 
neurons, we cultured induced NIL cells alone or on 
monolayers of primary cortical mouse astrocytes for 
7–10 d. Immunostaining of NIL cells cultured on 
monolayers of astrocytes revealed dense arrays of 
synapses marked by the synaptic vesicle marker SV2  
(Fig. 1C). Significantly, many of the synapses exhibited 
accumulation of vesicular acetylcholine transporter 
(Vacht, Slc18a3) and choline acetyltransferase 
(Chat)—markers of mature cholinergic cells  
(Fig. 1C). Electrophysiologically mature motor 
neurons fire trains of action potentials upon 
depolarization (Miles et al., 2004). Whole-cell 
patch–clamp recordings of NIL-induced cells 
cultured on astrocytes for 7 d demonstrated that 
action potentials could be evoked by 20–150 
pA, 1 s current injection in all cells tested. 
Furthermore, nearly all patched cells (11/12 NIL 
cells) fired trains of action potentials, sustained 
for the duration of the depolarizing current step  
(Fig. 1D). Together, these observations demonstrate 
that inducible expression of NIL programming 
modules is sufficient to differentiate ESCs into 
electrically mature cholinergic neurons.

Motor neurons project axons outside of the CNS to 
innervate peripheral synaptic targets. To examine 
whether induced motor neurons (iMNs) acquired 

this defining characteristic, we implanted control, 
iNIL cells treated with Dox from day 2 to day 4 of 
differentiation into the developing cervical and 
brachial neural tube of developing chick embryos 
(Wichterle et al., 2002, 2009). Two days after 
implantation of iNIL neurons, we detected robust 
outgrowth of axons (labeled by mouse-specific neural 
cell adhesion molecule [NCAM] antibody) exiting 
spinal cord via the ventral root and extending along 
all major spinal motor nerves (4 out of 5 successfully 
transplanted embryos, Fig. 1E, right panels). In 
contrast, axons of control transplants stayed within 
the spinal cord and failed to project to the periphery 
(Fig. 1E, left panel). These results indicate that 
induced expression of the NIL module programs 
cell phenotypes that are by all examined criteria 
consistent with spinal and cranial motor neuron 
identities (hereafter referred to as “induced spinal 
motor neurons”).

Changes in gene expression profiles 
accompanying motor neuron 
programming
Effective programming of ESCs into motor neurons 
should be accompanied by a repression of the stem 
cell expression program and induction of the spinal 
or cranial motor neuron–specific transcriptome. 
Global expression profiling using GeneChIP ST 
arrays (Affymetrix, Santa Clara, CA) revealed 
that 48 h Dox treatment of iNIL cells resulted in a 
dramatic change in gene expression profile (3185 
genes > twofold differentially expressed following 
NIL induction; p < 0.001) (Figs. 2A, B). Induction 
of the NIL programming module extinguished the 
expression of pluripotency genes (Oct4, Nanog) 
and upregulated generic motor neuron genes 
(endogenous Isl1, Ebf1/3, Onecut1/2), cholinergic 
genes (VAChT, Chrnb4), and genes encoding axon 
guidance molecules (Nrp1, Robo1/2, Dcc) (Fig. 2A).

We set out to examine how closely programmed 
neurons correspond to motor neurons differentiated 
from ESCs using the normal patterning signals RA 
and sonic hedgehog (Hh). To do so, we compared 
the expression profiles of fluorescence-activated cell 
sorting (FACS)–purified Hb9-GFP+ RA/Hh motor 
neurons on day 5 of differentiation with Hb9-GFP+ 
cells purified from iNIL cultures treated with Dox 
for 48 h. We found that the iMNs were remarkably 
similar to RA/Hh–generated motor neurons  
(Fig. 2B). Most genes (97.4%) were expressed at 
levels that were not significantly different between 
the two samples (p < 0.001), and only 1.6% of all 
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Figure 2. NIL factors induce spinal motor neuron transcriptome but fail to specify caudal identity. A, The expression of a relevant 
subset of genes reveals the identity of NIL-programmed cells. Heat map of average expression of genes associated with motor 
neuron identity in day 2 embryoid bodies, RA/Hh–derived spinal motor neurons (day 6 FACS-purified spinal motor neurons fol-
lowing 4 d of differentiation by RA/Hh treatment), and NIL-programmed neurons induced for 48 h with Dox. B, NIL expression 
induces a spinal motor neuron–specific transcriptome. Clustergram of all differentially expressed genes in day 2 embryoid bodies, 
Dox-treated iNIL cells, and RA/Hh differentiated motor neurons. C, RA imposes cervical identity onto NIL-programmed spinal mo-
tor neurons. Left: scatter plot of mRNA expression intensities in Dox-induced iNIL cells versus RA/Hh–differentiated spinal motor 
neurons. Right: scatter plot of mRNA expression intensities in Dox-induced iNIL cells treated with 1 μM RA for 48 h versus RA/
Hh–differentiated spinal motor neurons. Color code of highlighted genes: Rostrocaudal patterning genes (blue); spinal motor 
neuron–associated transcription factors (red); spinal motor neuron–associated receptors and enzymes (green). Reprinted with 
permission from Mazzoni et al. (2013), their Figs. 2b, d, e.
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genes exhibited divergent expression (i.e., they were 
induced in one cell type but repressed in the other). 
While key motor neuron–specific genes were correctly 
regulated, a set of genes controlling rostrocaudal 
neural identity and motor neuron subtype identity 
was differentially expressed in RA/Hh and induced 
iNIL cells (Fig. 2C). Induced iNIL motor neurons 
expressed low levels of Hox transcription factors and 
high levels of rostral neural markers (Otx1, Otx2). To 
rectify this difference, we asked whether programmed 
iNIL motor neurons would be responsive to the 
caudalizing RA signal (Wichterle et al., 2002; 
Mahony et al., 2011). Treatment of iNIL cells 
with RA during Dox treatment resulted in correct 
specification of cervical spinal identity, marked by 
the expression of Hox genes from paralogous groups 
4 and 5 and suppression of rostral markers Otx1/2 
(Fig. 2C). Thus, although programmed cells acquire 
generic motor neuron identity following induction of 
NIL factors, the specification of rostrocaudal subtype 
identity depends on the treatment of the cells with 
caudalizing patterning signals.

Isl binds to a large number of 
genomic regions
Efficient and rapid transcriptional programming 
of ESCs into cells exhibiting fundamental motor 

neuron properties provides an ideal system in which 
to study whether individual transcription factors act 
independently or engage in synergistic interactions. 
We performed chromatin immunoprecipitation–
sequencing (ChIP-seq) analyses of Isl1 in iNIL cells 
48 h after Dox induction. Inducible Isl1 factor was 
not epitope-tagged, and therefore, we optimized ChIP 
using a pool of monoclonal antibodies raised against 
Isl1. Because these antibodies cross-react with both 
Isl1 and the closely related Isl2 transcription factor, 
we refer to the data as Isl ChIP-seq. We observed 
extensive Isl recruitment to genomic loci in the iNIL-
induced cells (Fig. 3A). We identified approximately 
22,000 significant Isl binding events characterized by 
the presence of a canonical homeodomain binding 
motif (Fig. 3B) at the majority of binding sites.

Next, we examined whether identified Isl binding 
sites are distributed randomly across the genome or 
whether their position correlates with tissue-specific 
cis-regulatory elements. We took advantage of 
project data from ENCODE (Encyclopedia of DNA 
Elements) that identified putative regulatory regions 
in mouse ESCs, whole brain, heart, kidney, liver, 
and spleen, defined using combinations of DNaseI 
hypersensitivity and enrichment in H3K4me1 
and H3K27ac histone modifications. Of all tissues 
examined, Isl binding sites correlated best with 
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Figure 3. Isl1 and Lhx3 bind to many common sites harboring a complex homeodomain motif. A, Isl ChIP-seq signals over Lhx3, 
Chat, and Phox2b. Blue peaks represent significant (p < 0.01) read enrichment over control. Genomic loci coordinates are shown 
next to the x-axis. B, Primary DNA motifs overrepresented under enriched peaks obtained from Isl ChIP-seq experiments in iNIL 
cells treated for 48 h with Dox. C, Lhx3 colocalizes with Isl genomic binding sites in iNIL cells. Comparison of read enrichment 
from Isl with Lhx3 at all detected peaks. Blue represents peaks significantly differentially enriched for Isl or Lhx3 binding. Adapted 
with permission from Mazzoni et al. (2013), their Figs. 4a, 5b, c.
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regions. Interestingly, the overlap 
with regulatory regions in ESCs was 
as low as in unrelated tissues. These 
findings indicate that expressed NIL 
factors are not passively recruited to 
existing stem cell regulatory regions, 
but rather, actively engage neuronal 
regulatory regions.

Lhx3 co-occupies binding 
sites with Isl to specify 
motor neuron cell fate
Previous analysis of the spinal motor 
neuron–specific Hb9 enhancer 
revealed that Isl1 forms a multimeric 
complex with Lhx3, Ldb1, and Ngn2 
or Neurod4 (Lee and Pfaff, 2003). 
We therefore asked whether Lhx3 
co-occupies other sites selectively 
bound by Isl in the iNIL cell line. 
Taking advantage of the V5 epitope 
tag on the Lhx3 transgene (Mazzoni 
et al., 2011), we performed ChIP-
seq analysis of Lhx3 binding in 
the iNIL cells 48 h after Dox 
induction. We identified 47,908 Lhx3 binding sites 
in the genome and found that these sites are highly 
coincidental with the sites occupied by Isl in the 
iNIL cell line. We observed that only 1.7% of all Isl 
sites were significantly differentially enriched (p < 
0.001) (Fig. 3C). These findings suggest that Isl1 and 
Lhx3 bind to DNA as a heterodimer during spinal 
motor neuron differentiation. Previously, it had 
been shown that purified Isl1 and Lhx3 transcription 
factors interact in solution (Lee and Pfaff, 2003). 
Coimmunoprecipitation experiments confirmed this 
Isl1/Lhx3 interaction in induced iNIL cells, indicating 
that motor neuron identity is encoded by cooperative 
recruitment of Isl/Lhx3 transcriptional complexes to 
cell type–specific enhancers.

A subset of Isl/Lhx3–cobound sites is 
characterized by a gain of H3K27ac 
modification
Programming factors bind throughout the genome 
in iMNs, suggesting regulatory potential, but how 
Isl/Lhx3 binding correlates with function has yet 
to be examined. To investigate this correlation, we 
performed ChIP-seq for enhancer-associated histone 
modification H3K4me1 and a modification associated 
with activated enhancers H3K27ac (Fig. 4).  
A comparison of these modifications’ locations in 

ESCs and iMNs revealed dramatic remodeling of the 
chromatin regulatory landscape. Remarkably, a large 
fraction of newly gained active enhancers (H3K27ac) 
coincided with Isl/Lhx3 binding (Figs. 4A, B), yet a 
significant fraction of Isl/Lhx3 binding sites lacked the 
H3K4me1 or H3K27ac modifications associated with 
functional regulatory regions. We identified 14,000 
or 63% of Isl/Lhx3 binding events to coincide with 
putative regulatory elements marked by enhancer-
associated histone modifications. Interestingly, 
approximately 6000 (40%) distal regulatory elements 
contained H3K27ac, the mark of active enhancers. 
Together, these data suggest that Isl/Lhx3 binding has 
a global regulatory function in enhancer recruitment 
and activation during iMN identity programming. 
We were able to annotate transcription factor 
binding into three categories, based on chromatin 
modifications around transcription factor binding 
sites. Active regions were marked by H3K4me1 and 
H3K27ac, primed regions displayed H3K4me1 but 
no H3K27ac, and inactive regions were identifiable 
by transcription factor binding in the absence of 
chromatin modifications. Significantly, transcription 
factor binding alone was not sufficient to bring 
about enhancer-associated chromatin modifications, 
and therefore, it was not sufficient to identify active 
enhancers in a given cell type.

© 2015 Wichterle

Figure 4. Isl1 and Lhx3 binding is accompanied by acetylation of H3K27 histone. 
A, Line plots of ChIP-seq profiling of H3K27ac modification revealed a dramatic 
shift in these activated regulatory regions between ESCs and iMNs. The majority of 
Isl/Lhx3 binding sites coincides with the newly gained H3K27ac mark. B, Cumula-
tive quantitative analysis of H3K27ac level at Isl/Lhx3 binding sites in iMNs (red line) 
and in ESCs (blue line). C, Genomic sites bound by Isl and Lhx3 (red line) in iMNs 
are not occupied by Oct4, Nanog, or Sox2 transcription factors in ESCs (blue line). 
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Cis-regulatory elements distinguish 
between active and inactive Lhx3/Isl–
bound enhancers
The identification of Lhx3/Isl binding sites with 
distinct chromatin signatures raised the possibility 
that either a global chromatin architecture or the 
presence of local cis-regulatory elements might modify 
the active/inactive status of individual binding sites. 
To test this hypothesis, we performed reporter assays 
in vivo using electroporation of cloned enhancer 
constructs driving a green fluorescent protein (GFP) 
reporter (Fig. 5). Upon electroporation into the 
developing chick spinal cord, we observed robust 
expression of active enhancers with little to no 
induction of inactive enhancers. These results suggest 
that even when Isl/Lhx3 enhancers are taken out of 
their genomic context, they maintain their levels of 
activity, suggesting a role for cis-regulatory sequences 
in Isl/Lhx3–mediated enhancer activation. These 
data also indicate a potential role for additional 
cis-regulatory factors in activating motor neuron 
enhancers that are bound by Isl/Lhx3.

Conclusions
Pluripotent stem cells have been used during the 
past three decades as a convenient tool to model and 
study aspects of normal embryonic development. The 

recent development of powerful sequencing-based 
approaches for studying transcription factor function 
has opened the door to systematically analyzing 
the mechanisms that underlie the developmental 
programming of gene expression and the specification 
of cell identity. However, the effective deployment of 
these biochemical approaches will critically depend 
on access to a significant quantity of homogenous cell 
populations. Here we demonstrated how combining 
an inducible stem cell differentiation system with 
transcription factor binding studies, chromatin 
analysis, and gene expression profiling can reveal the 
fundamental molecular mechanisms underlying the 
specification of spinal motor neuron identity during 
embryonic development.
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Figure 5. Cis-regulatory motifs contribute to the activity of Isl/Lhx3 binding sites. Expression of GFP reporter plasmids carrying 
distal Isl/Lhx3–bound enhancer lacking H3K27ac modifications (top series) or containing a high level of H3K27ac modifications 
(bottom series). Retention of enhancer activity in a novel genomic context (proximal enhancer) indicates that local cis-regulatory 
elements control the activity of individual Isl/Lhx3 binding sites.
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NOTESIntroduction
Progress in understanding the development of 
the human nervous system and elucidating the 
mechanisms of mental disorders has been greatly 
limited by restricted access to functional human 
brain tissue. In recent years, a paradigm shift has 
been achieved with the introduction of cellular 
reprogramming—a process in which terminally 
differentiated somatic cells can be converted into 
pluripotent stem cells, named human induced 
pluripotent stem cells (hiPSCs) (Takahashi and 
Yamanaka, 2006; Takahashi et al., 2007). These 
hiPSCs can be generated from any individual 
and can be directed to differentiate in vitro into 
derivatives representing all germ layers, including 
neural cells. Numerous methods have been 
developed for the directed differentiation of human 
neurons from pluripotent stem cells (Paşca et al., 
2014; Tabar and Studer, 2014). These approaches 
use defined conditions to mimic the specific in vivo 
developmental events that give rise to the diverse 
subtypes of neurons in the brain (Fig. 1). The neural 
cells derived in vitro can be used to study not just 
normal neuronal function, but to understand how 
different cell types are affected in disorders of the 
brain and to develop potential cell-replacement 
strategies.

Generation of Excitatory Cortical 
Neurons From hiPSCs
Cortical excitatory neurons are born in the dorsal 
forebrain, arising from actively dividing neural 
progenitor cells called radial glia. Within the 
ventricular zone (VZ), radial glia integrate cell-
intrinsic and cell-extrinsic signals, undergoing 
characteristic modes of cell division during 
neurogenesis (Mione et al., 1997; Noctor et al., 2004; 
Farkas and Huttner, 2008). Deeper-layer neurons are 
generated first, followed by the birth of superficial-
layer neurons (Leone et al., 2008). In humans 
and nonhuman primates, studies have described 
an enlarged proliferative zone called the outer 
subventricular zone (oSVZ). This structure is home 
to outer radial glia (oRG) progenitor cells, which 
may underlie some aspects of cortical expansion in 
the primate lineage (Fietz et al., 2010; Hansen et al., 
2010; LaMonica et al., 2012; Betizeau et al., 2013). 
The combinatorial expression of lineage-specific 
transcription factors has been used to delineate the 
laminar identity of individual classes of excitatory 
cortical projection neurons (Hevner et al., 2001; 
Arlotta et al., 2005; Chen et al., 2005; Molyneaux et 
al., 2005; Alcamo et al., 2008; Britanova et al., 2008; 
Lai et al., 2008; Leone et al., 2008; Molyneaux et al., 
2009). For example, expression of the transcription 

factor CTIP2 (also known as BCL11B) is required for 
the specification of subcortically projecting neurons, 
whereas cells expressing SATB2 are thought to 
project callosally to the contralateral hemisphere 
(Alcamo et al., 2008; Britanova et al., 2008).

Several approaches have been developed for 
differentiating human pluripotent stem cells (hiPSCs 
or human embryonic stem cells [hESCs]) into 
cortical excitatory neurons (Figs. 1b, c). Forebrain 
identity is likely a default state for neuronal 
specification of pluripotent human stem cells, 
and existing protocols yield neurons with a rostral 
identity without exogenous morphogen application 
(in hESC/hiPSC cultures, inhibitors of SHH [sonic 
hedgehog] signaling such as cyclopamine are not 
required). Some of these methods achieve neural 
induction in high-density monolayer cultures (Shi et 
al., 2012; Chambers et al., 2009) or by embedding 
clusters of hiPSCs in gelatinous protein mixtures 
(e.g., Matrigel, BD Biosciences, Erembodegem, 
Belgium) and later culturing them in a spinning 
bioreactor (Lancaster et al., 2013). Other approaches 
use embryoid bodies derived from hiPSCs that are 
either plated on coated surfaces to generate neural 
progenitors organized in rosettes (Li et al., 2009; 
Marchetto et al., 2010; Brennand et al., 2011; Paşca 
et al., 2011) or maintained in suspension initially 
in serum-free conditions and later in serum and 
Matrigel (for example, SFEBq: serum-free floating 
culture of embryoid body–like aggregates with quick 
reaggregation, first described in rodent ESCs by 
Eiraku et al., 2008) (Mariani et al., 2012; Kadoshima 
et al., 2013).

We recently reported a simple method for generating 
pyramidal neurons from hiPSCs in a functional three-
dimensional (3D) cerebral cortex–like structure 
(Paşca et al., 2015). These neural structures, which 
we named human cortical spheroids (hCSs), were 
generated from intact hiPSC colonies that were 
cultured and minimally patterned in exclusively 
nonadherent conditions and in the absence of 
extracellular scaffolding. The hCS method generated 
only excitatory neurons of the dorsal telencephalon. 
Moreover, the internal cytoarchitecture was 
reminiscent of a laminated neocortex and grew to 
include equal proportions of projecting neurons 
expressing deep-layer and superficial-layer cortical 
markers. Transcriptional analysis and comparison 
with the developing human brain revealed that hCSs 
after 2.5 months resembled the midfetal prenatal 
brain at 19–24 postconception weeks (PCW). 
Cortical neurons were accompanied by a network 
of nonreactive astrocytes and were synaptically 
connected. Importantly, hCSs were amenable to 

© 2015 Paşca
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Figure 1. Approaches for the generation of excitatory cortical projection neurons. a, The developmental events underlying the 
generation of cortical excitatory neurons in vivo are recapitulated in vitro using (b) adherent cultures or (c) suspended aggregate 
methods. Reprinted with permission from Paşca et al., 2014, their Fig. 2.
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and electrically stimulate neurons while preserving 
a relatively intact network. Lastly, this method is 
scalable and reproducible between hiPSC lines, 
across and within differentiations. hCSs have the 
potential to reveal cellular phenotypes associated 
with neuropsychiatric disorders, identify biomarkers 
for early diagnosis and clinical stratification, and 
provide a platform for drug and teratologic agent 
screenings in vitro.

To generate suspended cellular aggregates of 
pluripotent cells, we used cultures of hiPSCs grown 
on feeders. Rather than using single-cell suspensions, 
we enzymatically detached intact hiPSC colonies 
from inactivated feeders (Fig. 2a). Suspended 
colonies were subsequently transferred into low-
attachment plates in a KnockOut Serum–based 
medium (ThermoFisher Scientific, Waltham, MA) 
without fibroblast growth factor 2 (FGF2). Within 

a few hours, the floating hiPSC colonies folded into 
spherical structures. To achieve rapid and efficient 
neural induction, both the bone morphogenetic 
protein (BMP) and transforming growth factor 
beta (TGF-β) signaling pathways were inhibited 
with small molecules: dorsomorphin (also known 
as compound C) and SB-431542. On day 6 in 
suspension, the floating spheroids were moved to 
serum-free Neurobasal Medium with Gibco B-27 

supplement (ThermoFisher Scientific) containing 
FGF2 and epidermal growth factor (EGF). By day 18, 
more than 85% of cells expressed PAX6, and more 
than 80% of these progenitors expressed FOXG1. 
To promote differentiation of neural progenitors 
into neurons, starting at day 25, FGF2 and EGF 
were replaced with brain-derived neurotrophic 
factor (BDNF) and neurotrophic factor 3 (NT3). 
From day 43 onward, only neural medium without 
growth factors was used for medium changes every  
4 days. After approximately 7 weeks of differentiation 

© 2015 Paşca
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Figure 2. Generation and characterization of hCSs from hiPSCs. a, Scheme illustrating the main stages of the method for gener-
ating hCSs from hiPSCs. Floating hCSs can be either dissociated for flow cytometry or monolayer culture or fixed and sectioned 
for immunofluorescence experiments. b, Morphology and size of hCSs at days 26 and 61 in vitro. For size comparison at day 61, 
a dissected E12.5 mouse brain is shown. Scale bars, 4 mm. c, Transcriptional analyses and mapping onto the developing and adult 
human brain of hCSs at days 52 and 76 using the machine-learning algorithm CoNTExT (n = 3 hiPSC lines per time point from  
3 subjects). Modified with permission from Paşca et al., 2015, their Fig. 1.
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neuronal marker β3-tubulin (TUBB3), and 36.2% 
± 3.6% of neurons expressed the mature neuronal 
marker NeuN (neuronal nuclear antigen), which is 
present in the human forebrain only after 20 weeks 
of gestation (Sarnat et al., 1998). The hCSs grew in 
size up to 4 mm in diameter by 2.5 months (4.2 ±  
0.3 mm) (Fig. 2b).

We used transcriptional profiling to assess 
developmental maturity and observed a strong 
overlap between hCSs and cortical developmental 
stages up to late midfetal periods (19–24 PCW)  
(Fig. 2c). This was in contrast to monolayer 
methods as well as other 3D approaches for neural 
differentiation of hiPSCs (Mariani et al., 2012; 
Stein, 2014) that yield neurons mapping onto 
earlier fetal stages. When we looked for genes whose 
expression was changing in the same direction in 
hCSs and human fetal cortex between stages 1 and 2  
(4–10 PCW) and stage 6 (19–24 PCW), but not 
in hiPSC-derived neural cultures differentiated in 
monolayer, we found that upregulated genes were 
enriched for synaptic transmission genes, whereas 
the downregulated genes were enriched for cell-cycle 
and cell-division genes.

When we examined the cytoarchitecture of the hCSs 
(day 52) in cryosections, we observed proliferative 
zones containing PAX6-expressing progenitors  
(Fig. 3a). Similarly to what occurs during in vivo 
cortical development, VZ-like structures inside 
hCSs were organized around a lumen delimited by 
N-cadherin (Ncad)–expressing cells. Furthermore, 
the VZ-like zone was surrounded by an intermediate 
zone (IZ) rich in TBR2+ (T-box brain protein 2)  
cells resembling the SVZ (Fig. 2b). PAX6-
expressing cells in the VZ-like zone also contained 
GFAP+ extensions directed orthogonally to the 
luminal surface, resembling radial glia (Fig. 3c). 
When plated in monolayer, these cells had either 
bipolar or monopolar morphologies (Figs. 3d, e). 
Both PAX6+ and TBR2+ neural progenitors were 
actively proliferating, as assessed by the expression 
of the radial glia–specific mitotic marker phospho-
vimentin (pVIM) and the G2/M phase marker 
phosphohistone-3 (PH3) (Figs. 3f, g). In a pattern 
similar to in vivo cortical development, most of these 
mitoses were localized close to the luminal side of the 
proliferative zone rather than being dispersed. Live 
imaging of radial glia fluorescently labeled with a cell-
specific reporter (lentivirus expressing EGFP under 
the human GFAP promoter [Lenti-GFAP::EGFP]) 
revealed a characteristic division mode reminiscent 
of interkinetic nuclear migration (Fig. 3h).

On the surface of the hCSs, we observed a layer of 
horizontal cells expressing reelin (RELN), suggestive 
of a marginal zone (Fig. 3i). The TBR1 protein, 
localized in the subplate (SP) and cortical plate 
(CP), and later in layers V–VI (Saito et al., 2010), 
reached a peak of expression at day 76 (equivalent 
of SP and inner CP) (Fig. 3j). CTIP2, a transcription 
factor involved in specifying subcortical projection 
neurons (Alcamo et al., 2008; Britanova et al., 
2008), was highly expressed early in hCSs, and 
decreased over time after the in vitro stage equivalent 
to the early midfetal period. In contrast, superficial-
layer cortical markers increased up to sevenfold from 
day 52 to day 137 in vitro. The transcription factor 
BRN2 (POU3F2), which is expressed in late cortical 
progenitors and migrating neurons, reached a peak 
of expression earlier than SATB2, which defines 
corticocortical projecting neurons. The relative 
proportion of superficial-layer neurons was also 
confirmed by the expression of the homeodomain 
family proteins CUX1 and CUX2, whose expression 
is localized mostly to layers II–IV. We found that the 
generation of these neurons is highly reproducible 
among hiPSC lines, and within and across 
differentiations of the same hiPSC line.

We noticed that layer-specific cortical neurons in 
hCSs were organized concentrically around a VZ-
like zone (Figs. 3k, l). Deep-layer neurons expressing 
TBR1 and CTIP2 moved immediately outside 
the proliferative zone, whereas at in vitro day 137, 
superficial-layer cortical neurons expressing SATB2 
and BRN2 had migrated farther away, forming 
the outside layer of the hCSs. Flow cytometry 
experiments indicated that the mutually exclusive 
CTIP2 and SATB2 proteins, which regulate alternate 
corticofugal and corticocortical cellular identity 
programs, were coexpressed by fewer than 3% of the 
cells. Labeling with EdU (5-ethynyl-2'-deoxyuridine) 
showed that most of the superficial-layer neurons are 
formed after 8 weeks of differentiation in vitro. This 
process continues for at least another 7 weeks, until 
the proportion of superficial-layer and deep-layer 
neurons is approximately equal (Fig. 3j).

Generation of Astrocytes in 3D 
Cultures
Both neurons and astrocytes share a common 
neuroepithelial origin and are born throughout 
embryogenesis in a temporally defined manner 
(Bayer and Altman, 1991; Shen et al., 2006). We 
hypothesized that because of the longer exposure to 
FGF2 and EGF, progenitors in the proliferative zones 
of hCSs would ultimately undergo a neurogenesis-to-

© 2015 Paşca
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gliogenesis switch. After 7 weeks of differentiation 
in vitro, we noticed astrocytes with thin GFAP+ 
processes intermingled with neurons cells in the hCS 
parenchyma (Fig. 4a). As expected, we observed few 
GFAP+ cells during the first 35 days of differentiation 
(Figs. 4b, c), but this proportion increased to 
approximately 8% by day 76 and almost 20% after 
180 days (Fig. 4b). We also closely examined the 
morphology of GFAP+ cells after dissociation. 
When maintained in monolayer in defined serum-
free culture conditions (Foo et al., 2011), astrocytes 
extended abundant thin projections (Fig. 4d). To 
investigate whether these cells could respond to 

reactive cues in vitro, we added serum, which is a 
potent activator of reactive astrogliosis, to the culture 
medium. Within several days, the cells adopted a 
reactive phenotype with polygonal morphologies 
and upregulated expression of genes associated with 
in vivo astrogliosis, including GFAP, VIM, and LCN2 
(lipocalin 2). Finally, using electron microscopy, we 
confirmed that the thin GFAP+ processes dispersed 
throughout the hCSs contained numerous glycogen 
granules, which are localized predominantly in 
astrocytes in the mammalian brain (Brown and 
Ransom, 2007).

© 2015 Paşca
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Figure 3. Corticogenesis in the hCS. a, Cryosection of an hCS at day 52 stained for PAX6 (progenitors) and NEUN (neurons), 
demonstrating the presence of a VZ-like region organized around a lumen. b, Intermediate progenitor cells (TBR2+) are present 
in a SVZ-like region beyond the VZ; Ncad stains the luminal side of the progenitors. c–f, Radial glial cells expressing combina-
tions of GFAP, PAX6, or TBR2 and pVIM are present in proliferative zones, extend processes perpendicular to the lumen (L) and, 
when plated in monolayer, have either one or two processes. White arrowheads indicate the cell body and yellow arrowheads 
the processes. g, Mitoses (PH3+) are spatially restricted to the luminal side of the proliferative zones. h, Live imaging showing 
interkinetic nuclear migration (Lenti-GFAP::EGFP). i, RELN+ neurons are positioned horizontally on the surface of hCSs. j, Quanti-
fication in cryosections of the proportion of cells expressing layer-specific cortical markers at three time points of differentiation 
(mean ± SEM; n = 3–13 hCSs [numbers listed within each bar] from 4 hiPSC lines derived from 4 individuals; 2-way ANOVA, F2,48 
= 32.96, p < 0.0001 for time point [day 52 vs day 76 vs day 137]; Tukey’s multiple-comparison tests: *p < 0.05, **p < 0.01, 
****p < 0.0001). k, l, Cryosections of hCSs at 137 d stained for the indicated markers, showing organization of layer-specific 
neurons. Scale bars: a, i, 100 μm; b, g, l, 50 μm; c–f, 10 μm; h, 20 μm; k, 200 μm. Modified with permission from Paşca et al., 
2015, their Fig. 2.
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Synaptogenesis and Functional 
Assessment of 3D Cortical 
Spheroids
We also tested the ability of the cells in hCSs to 
differentiate into electrically active mature neurons. 
We observed that neurons displayed abundant 
spontaneous calcium spikes and found that all 
neurons recorded by patch–clamping produced a 
transient inward current after depolarization beyond 
–30 mV, which was blocked by tetrodotoxin (TTX). 
This inward voltage-gated Na+ current was followed 
by activation of a more sustained K+ current. 
Importantly, depolarizing current injection revealed 
that all the recorded neurons reliably produced 
action potentials (Fig. 5a).

Considering the functional maturity of the cortical 
neurons and the presence of astrocytes, we investigated 
synaptogenesis within 180-day-old hCSs. To identify 

individual synapses with a high degree of confidence, 
we used array tomography to visualize individual 
synapses (Micheva and Smith, 2007) within the 
dense neuropil of the hCSs and antibodies against 
multiple presynaptic and postsynaptic proteins. 
We found that the presynaptic protein synapsin-1 
(SYN-1) and postsynaptic protein PSD-95 were 
expressed throughout the interior of the hCSs in 
both large and small puncta (Fig. 5b). Larger SYN-1 
puncta were often found adjacent to PSD-95 puncta, 
indicating the presence of a synapse. To examine 
these larger puncta in further detail, we constructed 
synaptograms consisting of a series of high-resolution 
sections through a single synapse where we could 
probe for potential colocalization of at least three 
independent synaptic markers. In many cases, we 
observed colocalization of the presynaptic proteins 
SYN-1 and the glutamate transporter VGLUT-1 in 
close apposition to the postsynaptic protein PSD-95, 

© 2015 Paşca

Figure 4. Astrogenesis in cortical hCSs. a, Volume rendering by array tomography of the interior of an hCS (74 × 88 × 2.45 μm) 
revealing the commingling of MAP2 (red) staining of neuronal dendrites and GFAP (cyan) staining of glial processes. DAPI stain-
ing for nuclei is rendered in white. b–c, Developmental time course for the generation of GFAP+ cells. Quantification performed 
in dissociated hCSs (mean ± SEM; n = 3 for all time points except day 63, when n = 4; ANOVA F8,19 = 66.75, p < 0.0001).  
d, Astrocyte morphology after the indicated periods of in vitro culture in monolayer in defined, serum-free medium and after 
1-week exposure to serum. Scale bars: a, 10 μm; c, 40 μm; d, 20 μm. Modified with permission from Paşca et al., 2015, their 
Fig. 3.
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indicating the presence of a glutamatergic synapse 
(Fig. 5c). In some cases, the NMDA receptor subunit 
NR2B was also colocalized with PSD-95.

We found that the majority (88.8%) of neurons 
exhibited spontaneous synaptic activity. This 
activity was completely abolished by applying the 
AMPA-receptor antagonist NBQX (25 μM) and 

the NMDA-receptor antagonist D-AP5 (50 μM), 
suggesting that synaptic currents result solely from 
the activation of glutamate receptors (Fig. 5d). 
Further characterization of the synaptic activity 
revealed that TTX (1 μM) reduced the amplitude 
and frequency of excitatory postsynaptic currents 
by approximately 50%, suggesting that half of the 
events observed were evoked by action potential–

Figure 5. Synaptogenesis and functional characterization of cortical neurons from hCSs. a, Representative trace of a whole-cell 
current-clamp recording in an acute hCS slice preparation. Current injections (6 or 12 pA steps from –65 mV) produce sustained 
action potential generation. b, The distribution of structural (MAP2, GFAP) and synaptic proteins (SYN-1, PSD-95) inside hCSs 
visualized with array tomography (volume: 29 × 29 × 2.45 μm). Scale bar: 5 μm. c, Synaptogram (70 nm sections) revealing a 
synapse inside a hCS. Twelve consecutive sections are represented in each row, and different antibody stains for the same section 
are represented in each column. d, Representative traces of spontaneous EPSCs recorded at –70 mV in neurons derived in hCSs 
and cultured in monolayer for 2 weeks, testing the effect of 25 μM NBQX and 50 μM D-AP5. e, Schematic illustration of slicing of 
hCSs, electrophysiological recordings (Record), and stimulation (Stim). f, Voltage-clamp recordings showing EPSCs after electrical 
stimulation in an acute hCS slice preparation. Composite of seven overlaid sweeps from a neuron. Inset shows stimulus-evoked 
EPSCs at higher temporal resolution. The electrical stimulation artifact is designated by a red dot. g, Current-clamp recordings of 
action potentials (black trace), EPSPs (red trace), and failures (blue trace) evoked by electrical stimulation (red dot) of hCS slices. 
Calibrations: f, 10 pA, 1 s (left), 10 pA, 100 ms (right); g, 10 mV, 1 s. Modified with permission from Paşca et al., 2015, their 
Fig. 5. 
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dependent vesicle release and the remainder resulted 
from spontaneous vesicle release.

To characterize the neural network in an increasingly 
intact system, we sliced hCSs into 250 μm sections 
and performed acute whole-cell recordings (Fig. 5e). 
We found that 80% of neurons fire action potentials in 
response to depolarizing current steps from a holding 
potential of –65 mV. The large majority of neurons 
(86%) showed spontaneous synaptic activity that 
was reduced by kynurenic acid, a glutamate receptor 
blocker. Importantly, in response to extracellular 
electrical stimulation, we observed large-amplitude 
excitatory postsynaptic potentials (EPSPs; > 20 
pA), demonstrating that cortical neurons in hCSs 
participate in network activity (Fig. 5f). To determine 
whether these synaptic responses are capable of 
driving spike firing in hCS neurons, we performed 
current-clamp recordings in which no holding current 
was applied while administering periodic electrical 
stimulation. Single spikes as well as burst events were 
observed after stimulation (Fig. 5g). Spontaneous 
spiking events were also observed in the absence 
of stimulation. These results demonstrate that an 
active network exists within hCSs that is capable of 
producing complex synaptic events associated with 
postsynaptic neuronal spike firing.

Summary
The hCS system provides a platform on which, 
together with deep and superficial cortical neurons, 
human astrocytes are generated from an identical 
genetic background. Astrocytes powerfully control 
synapse formation and function and are critical for 
proper neural development (Pfrieger and Barres, 
1997; Ullian et al., 2001). In contrast to existing 
protocols for generating astrocytes from hiPSCs 
or by direct conversion, in the hCS system, the 
astrocytes are dispersed throughout the hCS and 
develop spontaneously, without the need for ciliary 
neurotrophic factor (CNTF), leukemia inhibitory 
factor (LIF), or serum, which are known activators of 
astrocytes. It is likely that the generation and close 
spatial integration of astrocytes inside hCSs mediate 
synaptogenic mechanisms that ultimately produce 
robust synaptic responses (Eroglu et al., 2009; Allen 
et al., 2012). In fact, neurons in the hCS are more 
transcriptionally and electrophysiologically mature 
than neurons generated through conventional 
methods. Finally, and importantly, hCSs are 
amenable to acute-slice physiology techniques, 
which have been extensively used to study circuits 
in animal brain slices. Excitatory neurons within 
acutely prepared slices are capable of complex 
synaptic events that result in postsynaptic neuronal 

spike firing, making hCSs an attractive model for 
investigating neural network activity in human cells. 
hCSs represent a versatile platform for patterning and 
specification of various neuronal and glial cell types 
as well as for designing large-scale drug screening in 
vitro. With the ability to derive hiPSCs from unique 
patient populations, this approach may prove a 
convenient and physiologically relevant platform 
for studying unique aspects of human corticogenesis 
as well as the pathophysiology of neuropsychiatric 
disorders, including synaptopathies and epilepsies.

Future Directions
Human cellular reprogramming technologies were 
introduced only recently, but their application 
to human disease modeling has been abundant. 
A PubMed search using the terms “induced 
pluripotent stem cells” and “disease” reveals more 
than 2300 articles. To date, in vitro models of 
brain diseases encompass both developmental and 
degenerative disorders and are based on the directed 
differentiation of neurons. Although cellular models 
for neuropsychiatric disorders were initially met with 
skepticism, a number of well-controlled studies to 
date indicate that we can surmount the variability 
associated with cellular reprogramming and 
differentiation in vitro and, more significantly, that 
these models can be utilized as a reliable platform 
for understanding disease pathogenesis. A major 
goal of this approach is the ability to run large-scale 
drug screening and perhaps even in vitro clinical 
trials for rare disorders, for which sufficient numbers 
of patients may not be available. It is becoming 
increasingly clear that drug responses within specific 
psychiatric conditions are quite variable. This 
observation has paved the way for another feasible 
application of iPSC technology: the development of 
iPSC-based assays that reliably predict drug responses 
in individuals. It remains to be seen whether large-
scale, multidimensional cellular phenotyping in 
neurons from patients with idiopathic schizophrenia 
or autism spectrum disorders will yield novel 
operational parameters to improve our Kraepelian 
view of these disorders. The following is a series of 
issues to be addressed and future directions for the 
field of neural differentiation and in vitro disease 
modeling:

1. A comprehensive exploration of the functional 
properties and transcriptional signatures of 
forebrain neurons derived from multiple human 
and nonhuman primate species will provide 
novel evolutionary insights and guide the study of 
disorders of social cognition.
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2. A major missing element in our understanding of 
in vitro cellular reprogramming and human neural 
differentiation is a detailed mapping of epigenetics, 
imprinting, and X-inactivation phenomena that 
occur during these processes. This information 
will be essential for us to reliably address, in in 
vitro cellular models, neuropsychiatric conditions 
caused by disruptions in genes governed by such 
biological events.

3. Further studies are required to establish the 
actual age of neurons generated in vitro and to 
concretely identify their corresponding in vivo 
human developmental stage. In addition, better 
approaches for aging human neurons in the dish 
should be developed.

4. Integrated models of neuropsychiatric disease 
that address cell type–specific defects should 
be built to address complexities related to the 
intimate multicellular milieu existing in the brain. 
Specifically, these models should consider the 
relative contributions made by astrocytes, neurons, 
endothelial cells, microglia, or oligodendrocytes 
in modulating a specific cellular phenotype. 
Particularly in this setting, the requirement 
to carefully assess neuronal identity becomes 
apparent.

5. The field needs to create better infrastructure for 
sharing hiPSC clones among laboratories and 
institutions, and for collecting clinical details 
from patients whose cells are reprogrammed for 
subsequent cellular phenotype–clinical correlation 
studies.

6. Studies of neuropsychiatric disorders should be 
highly integrative, using complementary rodent 
disease models, human cellular models, and 
postmortem tissue.

7. With appropriate resources, studies of neurons 
derived from large populations of patients with 
idiopathic forms of psychiatric disease (i.e., 
enrolling hundreds to thousands of subjects) 
should be conducted to identify whether, with 
more statistical power, we can isolate disease 
subtypes, predict drug responses, or make clinical 
prognoses on the basis of cellular endophenotypes.

8. Human cellular models of disease are likely to 
reveal numerous cellular phenotypes for a given 
disorder. Some of these abnormalities will be core 
pathophysiological processes, whereas others will 
be homeostatic compensatory events or in vitro 
artifacts. We must develop novel approaches 
to determine the nature of identified cellular 
abnormalities so that we can efficiently target 
therapies to them.

9. The ultimate proof of the therapeutic potential 
of patient-derived neurons will come from 
demonstrating that a drug identified as correcting 
cellular phenotypes in vitro can result in clinical 
improvement in patients with a specific disorder. 
This outcome could arise from high-throughput 
in vitro screening with FDA-approved drugs and 
drug repurposing, or by running clinical trials in 
the dish for rare disorders for which the number 
of drugs to test surpasses the number of available 
patients.
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The mammalian cerebral cortex stands uncontested 
as the most complex region of the CNS, being 
composed of billions of neurons and glia whose 
subtype-specific classification remains to this day 
incomplete. Using model organisms such as mice, 
great progress has been made toward understanding 
how the cortex develops and the logic that shapes 
its cellular diversity. However, the study of both 
development and disease of the human cortex is 
hampered by the limited availability of primary 
tissue as well as differences in brain development 
and function between humans and standard animal 
models. For example, entire regions of the human 
cerebral cortex are not present in mice, and evidence 
indicates that therapeutics that show promise 
in rodents often fail to reproduce the predicted 
beneficial effects when tested in humans (Institute of 
Medicine, 2013).

Protocols have recently become available to generate 
brain “organoids”: multicellular, three-dimensional 
(3D) structures resembling developing human brain 
tissue that can be derived via self-assembly of cells 
derived from induced pluripotent stem cells (iPSCs) 
(Lancaster et al., 2013; Lancaster and Knoblich, 
2014). Although much work is still needed to 
characterize this system, emerging data suggest that 
cerebral organoids recapitulate aspects of human 
cortical development, including the generation of 
some of the latter’s cellular diversity and complex 
tissue architecture. Cerebral organoids therefore 
represent a potentially important model for studying 
human cortical development and disease in vitro.

In this course, we will cover the advances made in 
generating 3D brain organoids from pluripotent 
stem cells, compare and contrast events of organoid 
formation with embryonic development of the 
brain, and consider applications for modeling and 
understanding human brain disease. A particular 
focus will be placed on the use of brain organoids 
to model function and dysfunction of the cerebral 
cortex.

The Mammalian Cerebral Cortex: 
Elements of Organization and 
Neuronal Diversity
The neocortex processes information that regulates 
higher-order functions, including cognition, sensory 
perception, regulation of fine motor skills, and, in 
humans, language. These complex behaviors are 
centrally executed by two major groups of neurons: 
excitatory projection neurons (PNs) and inhibitory 
interneurons (INs), both present in a plethora of 

subtypes (Greig et al., 2013; Kepecs and Fishell, 
2014; Lodato et al., 2015). Excitatory PNs are born 
from neural progenitors located in the developing 
proliferative zones of the dorsal telencephalon; they 
are glutamatergic and send long-distance axons 
to targets within and outside the cortex (Greig 
et al., 2013; Lodato et al., 2015). The activity of 
PNs is finely modulated by cortical INs, which are 
generated from neural progenitors residing in the 
ventral telencephalon (Anderson et al., 1997) and 
display a great diversity of molecular signatures, 
electrophysiological properties, connectivity, and 
synaptic dynamics; INs are GABAergic and connect 
locally within the cortical microcircuitry (Kepecs 
and Fishell, 2014).

The mammalian cerebral cortex is organized radially 
into six layers (lamina) and horizontally into multiple 
functional areas (Greig et al., 2013) (Fig. 1). Distinct 
PN subtypes can be recognized and canonically 
classified based on the laminar position of their 
cell bodies, somatic and dendritic morphology, 
electrophysiological properties, and above all, 
axonal connectivity (Migliore and Shepherd, 2005; 
Lodato et al., 2015) (Fig. 2). Indeed, PNs derive 
their classic nomenclature from their axonal targets 
and can be broadly classified into intracortical PNs 
(commissural and associative PNs) and corticofugal 
PNs (corticothalamic and subcerebral PNs). 
Intracortical neurons, although present in all six 
cortical layers, reside in larger numbers in the upper 
cortical layers (L2/3) and extend axons across the 
midline to the opposite hemisphere. The majority of 
intracortical neurons project to contralateral targets 
via the corpus callosum and are thus dubbed “callosal 
PNs” (CPNs), whereas a smaller percentage projects 
via the anterior commissure, the most ancient 
commissure of the brain. Commissural neurons 
have been identified in all areas of the neocortex, 
where they are responsible for integrating bilateral 
information between homologous areas of the two 
cerebral hemispheres (Lodato et al., 2015). Neurons 
projecting contralaterally through the anterior 
commissure are located mainly in the most lateral 
cortical areas, which are part of the olfactory–limbic 
system (Aboitiz and Montiel, 2003). Associative PNs 
extend axons within the same cortical hemisphere. 
They can project to either short-distance targets 
or long-distance targets, in the frontal cortex for 
example.

We have previously defined the early molecular 
signatures of CPNs (Arlotta et al., 2005; Molyneaux 
et al., 2009, 2015; Lodato et al., 2015). While these 
neurons express a complex, temporally regulated 
combinations of genes, in this short course, we will 
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often identify them by the expression of Cux1, Cux2, 
Satb2, Inhba, Lpl, Tle3, and Hspb3.

Corticofugal PNs (CFuPNs), located in the deep 
layers of the cortex (L5 and L6), send axons to distal 
targets outside the cortex. Corticothalamic PNs are a 
heterogeneous group of neurons that target different 
nuclei of the thalamus, while subcerebral PNs 
(ScPNs) extend axons to multiple targets below the 
brain, most prominently connecting the cortex to the 
nuclei of the brainstem and the spinal cord. ScPN 
somas are found in L5b (across different cortical 
areas), and different subgroups of ScPNs extend 
axons to distinct anatomical and functional targets. 
ScPNs include the corticospinal motor neurons that 
connect to the spinal cord, the corticopontine PNs 
that connect to the brainstem motor nuclei, and 
the corticotectal PNs that project to the superior 
colliculus (Lodato et al., 2015). We have defined 
the early molecular signatures of CFuPNs (Arlotta 
et al., 2005; Lodato et al., 2015; Molyneaux et al., 
2015). Like CPNs, these neurons express a complex, 
temporally regulated combination of genes; in this 
short course, we will often identify them by the 
expression of Ctip2, Fezf2, Tle4, ER81, Foxp2, and 
EphB1.

Cortical INs represent approximately 20–30% of 
the total number of cortical neurons and make 
local connections within the cortex (Anderson 
et al., 2002; Fishell and Kriegstein, 2005; Brandão 
and Romcy-Pereira, 2015). INs of the cortex are 
extremely diverse, and their classification is still 
incomplete. Cortical GABAergic IN subtypes differ 
in morphology, molecular identity, firing properties, 
and patterns of local connectivity (Markram et al., 
2004).

At a superficial level, three comprehensive and 
nonoverlapping groups of INs can be found in the 
neocortex. They express one of three markers: 
parvalbumin (PV), somatostatin (SST), or the 
ionotropic serotonin receptor 5HT3a (5HT3aR) 
(Marín et al., 2012; Kepecs and Fishell, 2014). PV-
positive and SST-positive INs are found primarily in 
the deep layers of the cortex, and 5HT3aR-positive 
INs preferentially populate the upper layers (Lee et 
al., 2010).

Within these three classes, many other subtypes can 
be identified based on the morphology of the soma, 
axons, and dendrites and their electrophysiological 
properties. For example, PV-positive INs include fast-

© 2015 Arlotta

Figure 1. Schematic representing the development of the cerebral cortex of the mouse. Mammalian cortical development occurs 
along a developmental timeline in which diverse subtypes of both neurons and glia are produced in a defined sequence. OPC, 
oligodendrocyte precursor cell. Adapted with permission from Harris et al., 2015, their Fig. 2.
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spiking INs belonging to two main morphological 
classes: large basket cells (which make synapses on 
the proximal dendrites and the somas of target PNs) 
and chandelier cells (which target the initial axonal 
segment of PNs). For a precise classification of cortical 
INs, we refer the reader to excellent reviews, such as 
those of Petilla Interneuron Nomenclature Group et 
al. (2008) and DeFelipe et al. (2013). A variety of 
markers exist that distinguish distinct classes of INs 
with varying degrees of specificity and in a temporally 
restricted manner. In this short course, we will use 
the following molecular markers to identify cortical 
INs: Lhx6, 5HT3aR, PV, SST, NPY, VIP, and CR.

In addition to neurons, the cortex contains a variety 
of support cells of which there are three major 
types. Oligodendrocytes are responsible for forming 
the insulating myelin sheath around the axon of 
projection neurons, which is required for their proper 
electrophysiological function (Bercury and Macklin, 
2015). Astrocytes, which in the mammalian cortex 
outnumber neurons, are a highly heterogeneous 
population of cells that performs an equally broad 
array of tasks: from assisting in the formation and 
remodeling of synapses to scavenging and removing 
extracellular ions and neurotransmitters (Schitine 
et al., 2015). Microglia are macrophage-like cells 
responsible for immune surveillance and injury repair 
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Figure 2. Cortical PN classification by connectivity. PNs are broadly divided into intracortical PNs and corticofugal PNs. Intracorti-
cal PNs are further subdivided into (A) commissural PNs, which project to the contralateral hemisphere, and (B) associative PNs, 
which project to cortical areas within the same hemisphere. Some commissural PNs connect through the corpus callosum (callosal 
PNs), while others project via the anterior commissure (A). Corticofugal PNs project to subcortical targets and are further divided 
into (C) corticothalamic PNs, subtypes of which project to distinct thalamic targets, and (D) subcerebral PNs, subtypes of which 
send primary axons to the spinal cord, pontine nuclei of brainstem, or midbrain optic tectum. DLGN, dorsal lateral geniculate 
nucleus; M1, primary motor cortex; PO, posterior nucleus; S1, somatosensory cortex; VA, ventral anterior nuclei; VLA, anterior 
ventral lateral nuclei; V1, visual cortex; VPM, ventral posterior medial nucleus. Adapted with permission from Lodato et al., 2015, 
their Fig. 1.
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al., 2015; Michell-Robinson et al., 2015).

A Tale of Mice and Men: 
Progenitors in the Cerebral Cortex 
of Mice and Humans
The mouse cortex differs significantly from that 
of humans, so modeling the cellular variety of the 
human neocortex has been challenging, both in 
vivo and in vitro. Thus, the current understanding 
of human cortical development is limited largely to 
analyses of postmortem samples of human fetal cortex. 
For an in-depth treatment of the development and 
evolution of the human cerebral cortex, we refer the 
reader to excellent reviews, such as those of Taverna 
et al. (2014), Geschwind and Rakic (2013), and 
Florio and Huttner (2014). We will limit ourselves 
here to a short comparison of cortical progenitor 
classification and biology between mice and humans 
because of their relevance to human diseases (e.g., 
microcephaly) that have been modeled using human 
cerebral organoids.

The human cortex is vastly expanded in surface 
area relative to its size, producing a gyrencephalic 
rather than a smooth, lissencephalic cortex, as in 
mice (Borrell and Gotz, 2014). It also contains 
a much increased diversity of cellular types and 
distinct functional areas. The increase in size and 
cellular diversity of the human cortex is supported 
at least in part by an expanded subventricular zone 
(SVZ), which contains a vastly increased number 
and diversity of progenitors (De Juan Romero and 
Borrell, 2015). In mice, after neural tube closure, 
neuroepithelial (NE) cells with stem cell–like 
properties initially divide symmetrically to expand 
the progenitor pool. Later, they differentiate into 
more restricted progenitors known as radial glial 
cells (RGCs), which are bipolar cells with radial 
fibers contacting the apical ventricular zone and the 
pial surface. RGCs serve as a scaffold for neuronal 
migration, and they are also multipotent progenitor 
cells able to generate neurons, astrocytes, and 
oligodendrocytes (Malatesta et al., 2000; Anthony 
et al., 2004). At the onset of neurogenesis, the 
majority of RGCs exhibit asymmetric divisions in 
the ventricular zone to produce an RGC daughter 
cell and either a neuron or an intermediate precursor 
cell (IPC) (Pontious et al., 2008). IPCs then migrate 
basally to form the SVZ, where they further divide 
symmetrically to give rise to two to four neurons 
(Haubensak et al., 2004; Miyata et al., 2004; Noctor 
et al., 2004). The progenitor composition of the 
human developing cortex is more complex. One 

key distinction of the SVZ of humans (and that 
of primates, more broadly) is that, in addition to 
increased numbers of IPCs, it contains an expanded 
new population of progenitor cells named outer 
radial glia (oRG), which lack apical contacts but 
retain a basal process to pia (Hansen et al., 2010). 
Interestingly, oRGs are also present in mice but 
at a very low frequency (Wang et al., 2011). A 
striking difference between oRGs in humans and 
mice is that murine oRGs directly produce neurons 
by symmetric division, whereas oRGs in humans 
divide asymmetrically to self-renew and generate a 
self-amplifying IPC, which then generates neurons 
(Hansen et al., 2010; Wang et al., 2011; LaMonica 
et al., 2013). Thus, oRG cells might contribute to 
the increased number and tangential dispersion of 
human neurons and to cortical folding (Sun and 
Hevner, 2014). Recent studies in primates have also 
shown that, in addition to IPCs, at least four types 
of oRG cells are present in the SVZ, contributing to 
increased progenitor diversity (Betizeau et al., 2013).

Modeling Human Cortical 
Development With Stem Cell–
Derived Cerebral Organoids
Research using embryonic stem cells (ESCs) and 
iPSCs has demonstrated a surprising capacity of 
initially homogenous cultures to spontaneously 
self-assemble under permissive conditions into 
complex structures resembling endogenous tissue 
(Sasai, 2013). The Sasai laboratory first described an 
ESC aggregation protocol for producing relatively 
simple assemblies of cortical-like neurons (Eiraku 
et al., 2008); subsequently, using a modified culture 
protocol, they were able to generate tissue resembling 
cortical neuroepithelium (Nasu et al., 2012). Most 
strikingly, spontaneously self-assembling 3D optic-
cup structures could be generated by these methods 
from both mouse (Eiraku et al., 2011) and human 
(Nakano et al., 2012) ESCs. These ESCs undergo 
a morphogenetic process resembling endogenous 
optic-cup development and subsequently form 
laminated retina tissue containing major classes of 
neural retinal cell types. Similar ESC-derived or 
iPSC-derived “organoids” have been produced for 
a variety of other tissues, including intestine and 
pituitary adenohypophysis (Sasai, 2013).

In vitro differentiation of stem cells to cortical 
neurons was first reported several years ago 
(Watanabe et al., 2005; Eiraku et al., 2008; Gaspard 
et al., 2008). Recently, methods have been adapted 
to create more complex, 3D structures in which 
iPSCs, triggered to differentiate into neuroectoderm 
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factors, spontaneously differentiate further and self-
assemble into a 3D organoid (Fig. 3). This organoid 
mimics some properties of the developing embryonic 
brain, including the presence of radial glia–like 
stem cells and neurons that appear to recapitulate 
the migration and intercalation that occur during 
embryonic cortical development (Lancaster et al., 
2013; Lancaster and Knoblich, 2014). Much work 
remains to be done to understand the extent to 
which 3D cerebral organoids mimic the architecture, 
developmental trajectory, and cellular diversity 
of the developing human cortex; however, initial 
data indicate a significantly improved system for 
recapitulating these key steps of development in  
the dish.

This system has several unmet goals and limitations 
that will be discussed in the course. For example, it 
is clear that organoids currently reflect the cellular 
composition of the embryonic human brain, and 

thus, a major unmet goal is to produce tissue that 
resembles the postnatal human brain. This is not a 
trivial task, as native human cortical development 
covers several years of prenatal and postnatal 
development. Although organoids are amenable to 
long-term culture (Lancaster et al., 2013, reported 
maintaining healthy cultures for more than  
10 months), they lack blood vessels to support tissue 
oxygenation and appear to exhaust their capacity 
to grow and develop past early embryonic stages. In 
addition, it is unclear whether the organoids contain 
the full range of neuronal and glial populations found 
in the embryonic brain, although studies are ongoing 
to address these limitations. In addition, the question 
of whether circuit organization within organoids 
resembles that of endogenous tissue has not been 
investigated.

Nonetheless, the organoid system holds great 
promise for studying basic developmental biology of 
the human cortex because it allows ready access to 

© 2015 Arlotta

Generating 3D Cerebral Organoids From Human Pluripotent Stem Cells  
to Model Cortical Development and Disease

Figure 3. Schematic representing the generation of cortical cell types from pluripotent stem cells in vitro. Traditional methods 
(top) use sequential application of growth factors to promote differentiation of predetermined cell types. The organoid method 
(bottom) exploits the self-organizing ability of induced neuroectodermal cells to form an organized, multilayer structure contain-
ing multiple differentiated cell types. EGF, epidermal growth factor; FGF, fibroblast growth factor; IGF, insulin-like growth factor; 
NT3, neurotrophic factor 3; PDGF, platelet-derived growth factor; SHH, sonic hedgehog. Adapted with permission from Harris et 
al., 2015, their Fig. 3.
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cells for comparative study with human fetal tissue. 
In particular, transcriptome and proteome analyses 
will benefit from an on-demand supply of fresh, 
healthy cells. In addition, both the starting iPSCs 
and the organoids themselves can be genetically 
manipulated to introduce, for example, cell type–
specific fluorescent markers to trace cell populations, 
or disease-causing mutations to dissect molecular 
mechanisms of development and disease.

Lancaster et al. (2013) have already demonstrated, 
in a proof-of-concept experiment, the use of patient-
derived iPSCs to model microencephaly, a condition 
characterized by an abnormally small brain. Although 
causative mutations of this condition have been 
identified, mouse models do not recapitulate the 
patient phenotype, possibly because of the difference 
in human versus mouse progenitor behavior. Using 
the organoid system, Lancaster et al. observed a 
reduction in early neural stem cell populations along 
with premature neural differentiation, suggesting that 
the CDK5RAP2 mutation found in patients disrupts 
the timing of the switch between proliferative and 
neurogenic divisions in neural progenitors. Similar 
experiments can be imagined for a variety of human 
diseases, including complex polygenic diseases and 
those for which the causative mutations have not 
been identified.

More recently, a modified protocol for organoid 
generation has been used by Mariani et al. (2015), 
who studied neurodevelopmental defects in organoids 
derived from patients with severe idiopathic autism 
spectrum disorder (ASD). These ASD-derived 
organoids exhibited enhanced proliferation of 
progenitors and overproduction of GABAergic 
inhibitory neurons, leading to phenotypes consistent 
with studies of patient-derived tissue. Mariani et 
al. further demonstrated that abnormally high 
expression of the transcription factor FOXG1 plays a 
part in these differences (Mariani et al., 2015).

These studies provide promising initial examples of 
the use of organoids not only to study normal human 
brain development but also to model human diseases 
that have a developmental origin. In this course, we 
will review different methods for generating human 
cerebral organoids from pluripotent stem cells. We 
will compare and contrast available protocols and 
consider the limitations and advantages of this 
system for studying cortical development and disease.
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Multiple sclerosis (MS) involves an aberrant 
autoimmune response and progressive failure of 
remyelination in the CNS. Prevention of neural 
degeneration and subsequent disability requires 
remyelination through the generation of new 
oligodendrocytes, but current treatments exclusively 
target the immune system. Oligodendrocyte 
progenitor cells (OPCs) are stem cells in the CNS and 
the principal source of myelinating oligodendrocytes 
(Goldman et al., 2012). These progenitor cells are 
abundant in demyelinated regions of patients with 
MS yet fail to differentiate, thereby representing a 
cellular target for pharmacological intervention 
(Chang et al., 2002). To discover therapeutic 
compounds for enhancing myelination from 
endogenous OPCs, we screened a library of bioactive 
small molecules on mouse pluripotent epiblast stem 
cell (EpiSC)–derived OPCs (Brons et al., 2007; Tesar 
et al., 2007; Najm et al., 2011). Here we discuss seven 
drugs that function at nanomolar doses to selectively 
enhance the generation of mature oligodendrocytes 
from progenitor cells in vitro.

Two drugs—miconazole and clobetasol—are effective 
in vitro for promoting precocious myelination in 
organotypic cerebellar slice cultures, and in vivo, 
in early postnatal mouse pups. Systemic delivery 
of each of the two drugs significantly increases the 
number of new oligodendrocytes and enhances 
remyelination in a lysolecithin-induced mouse 
model of focal demyelination. Administering each 
drug at the peak of disease in an experimental 
autoimmune encephalomyelitis mouse model of 
chronic progressive MS results in a striking reversal 
of disease severity. Immune response assays show 
that miconazole functions directly as a remyelinating 
drug with no effect on the immune system, whereas 
clobetasol is a potent immunosuppressant as well 
as a remyelinating agent. Mechanistic studies show 
that miconazole and clobetasol function in OPCs 
through mitogen-activated protein (MAP) kinase 
and glucocorticoid receptor signaling, respectively. 
Furthermore, both drugs enhance the generation of 
human oligodendrocytes from human OPCs in vitro. 
Collectively, our results provide a rationale for testing 
miconazole and clobetasol (or structurally modified 
derivatives) to enhance remyelination in patients.

Results
Lead generation
Repair of damaged myelin may provide therapeutic 
benefit in MS and other demyelinating disorders 
(Dubois-Dalcq et al., 2005; Franklin et al., 2008; 

Mi et al., 2009; Fancy et al., 2010; Bai et al., 
2012; Deshmukh et al., 2013; Mei et al., 2014). 
Therefore, we set out to identify drugs that could 
be repurposed as remyelinating therapeutics. We 
selected the US National Institutes of Health (NIH) 
Clinical Collection I and II libraries comprising 
727 drugs with a history of safe use in clinical trials, 
to test for maturation of OPCs into myelinating 
oligodendrocytes. Using mouse EpiSC–derived 
OPCs, we developed an in vitro phenotypic screen 
that accurately quantified differentiation into mature 
oligodendrocytes using high-content imaging of 
myelin protein expression (Fig. 1a).

Two batches (>100 million cells each) of pure OPCs 
were generated from independent mouse pluripotent 
EpiSC lines of opposite sex. EpiSC-derived OPCs 
shared virtually all defining molecular and cellular 
properties, including gene expression profiles, with in 
vivo isolated OPCs but provided the key advantage 
of being highly scalable (Najm et al., 2011). For in 
vitro screening, the seeding density, endpoint assays, 
and DMSO (vehicle) tolerance were optimized in 
pilot studies to ensure accurate and reproducible 
measurement of OPC differentiation in a 96-well 
format.

For the primary screen, OPCs were treated with 
vehicle alone (0.05% [v/v] DMSO) as a negative 
control, thyroid hormone (a known OPC 
differentiation inducer) as a positive control (Barres 
et al., 1994), or drug dissolved in DMSO at a 
concentration of 5 μM. After 72 h, cells were fixed and 
labeled with antibodies to MBP, and the length and 
intensity of MBP-labeled oligodendrocyte processes 
were measured (Fig. 1a). These features were reliable 
indicators of alteration in cellular phenotype, 
as indicated by consistency and high signal-to-
background ratio of positive and vehicle controls 
across all screening plates. We then normalized the 
experimental data for the tested drugs against thyroid 
hormone (set value of 100) on a per-plate basis. On 
the basis of this analysis, we identified the 22 drugs 
that enhanced oligodendrocyte formation > 5 SD 
above DMSO treatment and outperformed thyroid 
hormone in the measured parameters (Fig. 1b). 
Notably, one of the top 22 drugs was benztropine, 
a muscarinic receptor antagonist recently shown 
to induce OPC differentiation and remyelination 
(Deshmukh et al., 2013; Mei et al., 2014).

To validate and prioritize the 22 drug hits, the assay 
was repeated using alternative OPCs, reagents, and 
parameters to eliminate screen-specific artifacts. 
Drugs were ranked by their dose-dependent ability 
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Figure 1. A pluripotent stem cell–based phenotypic screening platform to identify modulators of OPC differentiation and matu-
ration. a, Representative images of vehicle-treated and drug hit–treated mouse EpiSC-derived OPCs from the primary screen. 
Nuclear (DAPI [4‘,6-diamidino-2-phenylindole], blue) and MBP (red) staining along with HCA to identify oligodendrocyte (oligo.) 
nuclei (green) and MBP+ processes (yellow). Scale bar, 100 μm. b, Scatter plot of primary screen results displayed as normalized 
values of MBP process length and intensity for all 727 drugs, with the 22 hits marked in red. Baseline (vehicle) was set at 0, and 
thyroid hormone (positive control) was set at 100. c, Montaged images of whole postnatal day 7 mouse cerebellar slices treated 
with drug or vehicle for 5 d and stained for MBP (green). Insets show a representative example of the HCA script used to identify 
and quantify MBP+-aligned fibers (light blue). Scale bars, 1 mm for whole slices and 100 μm for insets. d, Relative quantification 
of HCA and Western blot data from cerebellar slices treated for 5 d. For HCA screen, n = 1, with 6–12 slices averaged per group. 
For Western blot, n = 3 independent replicates of 12 slices per group. Values are mean for HCA and mean ± SEM for Western 
blot. e, Representative Western blot of MBP isoforms and β-actin (loading control) of cerebellar slices treated for 5 d. f, Chemical 
structures of clobetasol and miconazole. Reprinted with permission from Najr et al. (2015), their Fig. 1.
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without toxicity. To demonstrate reproducibility, 
an independent laboratory tested selected drug hits 
using distinct equipment, plate format (1536-well), 
personnel, and imaging/analysis scripts. Of the 16 
hits tested at the external screening site, 14 were 
validated as potent inducers of oligodendrocyte 
differentiation.

Testing drug leads in vitro
We next tested whether the drug hits could promote 
the maturation of native OPCs in CNS tissue. 
Cerebellar slices were generated from mice at 
postnatal day 7—a time that precedes widespread 
myelination—and treated ex vivo with drug or 
DMSO (vehicle) for 5 d and labeled with anti-MBP 
antibodies (Fig. 1c) (Mi et al., 2009; Bai et al., 2012). 
We screened 11 of the top drugs and used a high-
content analysis (HCA) algorithm developed in 
house to rank them on the basis of their ability to 
increase the extent of MBP+ aligned fibers in whole 
cerebellar slices. The so-called high-performing group 
consisted of four drugs that increased the number 
of MBP+ aligned fibers by approximately 150% or 
greater (Fig. 1d). We validated the accuracy of our 
high-content screen using semiquantitative western 
blotting of MBP protein isoforms in independent 
slice-culture experiments (Figs. 1d, e) (Woodruff et 
al., 1998, 1999).

Analysis of structure–activity relationships revealed 
that the top hits from the primary screen segregated 
into two specific classes containing either a 
1,3-diazole with monosubstitution at the 1-position 
or a sterane base structure. We selected miconazole 
and clobetasol, the top overall performing hits in 
each of the imidazole and sterane classes, respectively, 
for further mechanistic and functional testing after 
confirming that both drugs readily cross the blood–
brain barrier in mice (Fig. 1f). Miconazole is a topical 
antifungal agent functioning through cytochrome 
P450 inhibition, and clobetasol is a potent topical 
corticosteroid, but their functions in OPCs were 
unknown.

Testing miconazole and clobetasol  
in vivo
To test whether miconazole or clobetasol enhance 
remyelination in vivo, we used a toxin-induced 
model whereby focal demyelinated lesions are 
generated in dorsal white matter of the spinal cord 
of adult mice by localized injection of lysolecithin 
(lysophosphatidylcholine [LPC]). In lesioned 

animals, demyelination is complete within 4 d, 
after which OPCs are recruited into the lesion. 
Widespread remyelination does not normally start 
until 14–21 d postlesion (d.p.l.), which provides a 
defined window from days 4–14 to test the efficacy of 
drugs to enhance the extent and rate of remyelination 
(Jeffery et al., 1995). Both miconazole (10 or 40 mg/
kg body weight) and clobetasol (2 mg/kg) treatment 
induced a marked improvement within the lesions 
of treated mice compared with vehicle-treated 
controls. At 8 d.p.l., both drugs induced a significant 
increase in the number of newly generated CC1+ 
oligodendrocytes in the lesion core (Figs. 2a, b). This 
effect was coincident with extensive MBP staining 
in the lesions of miconazole-treated and clobetasol-
treated, but not vehicle-treated, animals at both 8 and 
12 d.p.l. (Fig. 2a). Electron micrographs and tissue 
sections stained with toluidine blue demonstrated 
that miconazole and clobetasol each induced a 
striking increase in the extent of remyelination 
(Figs. 2c, d). At 12 d.p.l., lesions of vehicle-treated 
mice consisted mostly of unmyelinated axons (6% 
myelinated), while those of miconazole-treated and 
clobetasol-treated mice contained more than 70% 
remyelinated axons throughout the extent of the 
lesion (Fig. 2d). Analysis of myelin thickness relative 
to axon diameter (g ratio) at 12 d.p.l. revealed 
that miconazole-induced and clobetasol-induced 
myelin was thinner than intact myelin, a defining 
characteristic of remyelination (Fig. 2d).

We also evaluated whether miconazole or clobetasol 
could promote precocious myelination during 
development, in the absence of injury or disease. 
We treated mice at postnatal day 2 (a time point 
that precedes widespread CNS myelination) daily 
for 4 d with drug or vehicle. In miconazole-treated 
and clobetasol-treated mice, we found a significant 
increase in the number of CC1+ oligodendrocytes in 
the lateral corpus callosum compared with vehicle-
treated mice (not shown). Additionally, we found 
that a significantly larger portion of the corpus 
callosum was populated by MBP+ fiber tracts in 
miconazole-treated and clobetasol-treated mice. 
This finding suggests that miconazole and clobetasol 
enhance myelination in the absence of damage or 
disease. Collectively, the LPC demyelination and 
developmental mouse models demonstrated that 
miconazole and clobetasol each function to induce 
the differentiation of endogenous OPCs in the CNS 
and promote enhanced myelination.

To determine whether the drugs were working at a 
particular stage of the OPC differentiation process, 
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Figure 2. Miconazole and clobetasol each enhance remyelination in the LPC lesion mouse model. a, Representative immuno-
histochemical images of treated mice showing newly generated oligodendrocytes (CC1, red) and MBP (green) within the lesion 
(approximated by white dashed outline) at 8 and 12 d.p.l. Scale bar, 200 μm. b, Quantification of CC1+ oligodendrocytes per 
lesion area at 8 d.p.l. Values are mean ± SEM; n = 3 mice per group. Two-tailed t test; *p < 0.05. c, Representative electron mi-
crographs showing remyelinated axons within lesions of drug-treated mice at 12 d.p.l. Scale bar, 2 μm. d, Scatter plot of g ratios 
of lesion axons at 12 d.p.l.; n = 100 calculated from two mice per group. Percentage of lesion axons myelinated is indicated in 
the legend. Reprinted with permission from Najr et al. (2015), their Fig. 2.



57

NOTES

Drug-Based Modulation of Endogenous Stem Cells Promotes Functional Remyelination In Vivo

© 2015 Tesar

Figure 3. Cellular and molecular effects of miconazole and clobetasol on mouse OPCs. a, Percentage MBP+ oligodendrocytes 
generated from OPCs at 72 h with treatments initiated at time points indicated; n = 6 wells per condition with > 6000 cells 
scored per well. b, Percentage MBP+ oligodendrocytes generated from OPCs treated simultaneously and analyzed at time points 
indicated; n = 8 wells per condition with > 1700 cells scored per well. c, Percentage GFAP+ astrocytes generated from OPCs at 
72 h of treatment; n = 4 wells per condition > 2900 cells scored per well. d, Heat map depicting biochemical inhibition of mus-
carinic receptors M1–M5 displayed as percentage inhibition with minimum (green) and maximum (red). e, Western blot of total 
glucocorticoid receptor and its phosphorylation at Ser220 (p-GR) in OPCs treated for 1 h. f, Percentage MBP+ oligodendrocytes 
generated from OPCs 72 h after treatment; n = 6 wells per condition with > 1400 cells scored per well. g, Western blot of total 
ERK1/2 and their phosphorylation at Thr202/Tyr204 or Thr185/Tyr187 (p-ERK1/2) in cells (OPCs or mouse embryonic fibroblasts 
[MEFs]) treated for 1 h. Fibroblast growth factor (FGF) served as a positive control for p-ERK1/2 induction. h, Western blot of total 
ERK1/2 and p-ERK1/2 in OPCs treated for 1 h in the presence of the indicated pathway inhibitors. All graphs depict mean ± SEM. 
Reprinted with permission from Najr et al. (2015), their Fig. 3.  

we seeded OPCs in differentiation conditions and 
treated them with either miconazole or clobetasol at 
different time points (0, 16, 24, or 48 h), and assayed 
MBP expression at 72 h. For both miconazole and 
clobetasol, the number of MBP+ oligodendrocytes 
present at 72 h was dependent on drug treatment 

within the first 24 h of differentiation (Fig. 3a). 
In agreement with these data, treatment of 
differentiating OPCs with either drug for different 
durations (24, 48, 56, and 72 h) induced a progressive, 
time-dependent increase in the number of MBP+ 
oligodendrocytes (Fig. 3b). These data suggest that 
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both drugs function directly on OPCs early in the 
differentiation process. Additionally, neither drug 
showed a significant impact on astrocyte formation 
from OPCs in vitro, suggesting they probably function 
as direct inducers of oligodendrocyte differentiation 
(Fig. 3c).

Muscarinic receptor antagonists such as benztropine 
and clemastine have recently been identified as 
remyelinating agents (Deshmukh et al., 2013; Mei et 
al., 2014). Therefore, we tested whether miconazole 
or clobetasol function through the muscarinic 
acetylcholine pathway using functional cellular 
reporter assays of all muscarinic receptor subtypes 
(M1–M5). Neither miconazole nor clobetasol 
inhibited any of the five muscarinic receptor subtypes 
(Fig. 3d). We then profiled whether clobetasol or 
miconazole biochemically inhibited the activity of 
414 different kinase isoforms. Neither clobetasol 
nor miconazole inhibited any of the kinases tested, 
suggesting their activity is not based on direct 
inhibition of protein kinases.

Effect on OPC signaling pathways
To explore the signaling pathways in OPCs 
influenced by these drugs, we performed genome-
wide RNA sequencing and phosphoproteomic 
analyses on mouse OPCs treated with drug or 
vehicle. Miconazole or clobetasol treatment altered 
OPC transcript expression and phosphoproteins 
within hours and influenced the expression of genes 
in signaling pathways involved in oligodendrocyte 
maturation and myelination. Clobetasol potently 
modulated genes downstream of multiple nuclear 
hormone receptors, including glucocorticoid 
receptors, which are known to be important 
regulators of myelin gene expression (Kumar et 
al., 1989; Barres et al., 1994). Since glucocorticoid 
receptor signaling is also known to enhance Schwann 
cell–mediated myelination in the peripheral nervous 
system (Morisaki et al., 2010), we tested whether 
the activity of clobetasol on OPCs was mediated by 
glucocorticoid receptor signaling. Treatment of OPCs 
with clobetasol for 1 h increased the phosphorylation 
of glucocorticoid receptor at Ser220, an activating 
posttranslational modification (Fig. 3e). RU486, 
a competitive glucocorticoid receptor antagonist, 
blocked clobetasol-induced glucocorticoid receptor 
phosphorylation and oligodendrocyte differentiation 
(Figs. 3e, f), suggesting that the activity of clobetasol 
in OPCs is mediated through the glucocorticoid 
receptor signaling axis.

For miconazole, pathway analyses showed that 
proteins in the MAP kinase pathway were most 
strongly affected. Most prominent was the strong 

and sustained phosphorylation of both extracellular 
signal-regulated kinases ERK1 and ERK2 (ERK1/2) 
at canonical activation sites, which we validated 
by Western blotting (Fig. 3g). In mice, genetic loss 
of ERK1/2 in the oligodendrocyte lineage results in 
normal numbers of OPCs and oligodendrocytes but 
widespread hypomyelination, while constitutive 
activation of ERK1/2 results in a profound increase 
in the extent of remyelination after toxin-induced 
demyelinating injury (Ishii et al., 2012; Fyffe-
Maricich et al., 2013). In contrast to miconazole, 
treatment of OPCs with clobetasol or benztropine 
did not induce ERK1/2 phosphorylation (Fig. 3g). 
Miconazole treatment of a nonneural cell type, 
mouse fibroblasts, also showed no increase of ERK1/2 
phosphorylation, indicating potential cell-type 
specificity (Fig. 3g). PD0325901, a small-molecule 
inhibitor of ERK’s upstream MAP kinase kinase 
(MEK), blocked the ability of miconazole to induce 
ERK1/2 phosphorylation, suggesting that miconazole 
functions through a MEK-dependent mechanism 
in OPCs (Fig. 3h). We also treated mouse OPCs 
with voriconazole, a triazole-containing antifungal 
cytochrome P450 inhibitor with 80% structural 
similarity to miconazole, which failed to induce 
changes in ERK1/2 phosphorylation (Fig. 3g). This 
result was consistent with the observation that 
voriconazole did not promote the differentiation of 
OPCs into oligodendrocytes. Taken together, these 
results suggest that the effect of miconazole on OPCs 
is independent of cytochrome P450 inhibition (not 
shown).

Differentiation of human OPCs into 
oligodendrocytes
We then assessed whether clobetasol and miconazole 
treatment would enhance the differentiation of 
human OPCs into oligodendrocytes. We generated 
human OPCs from human embryonic stem cells 
(hESCs) and human-induced pluripotent stem cells 
(hiPSCs) (Hu et al., 2009; Wang et al., 2013). We 
then treated human OPCs with DMSO, clobetasol, 
or miconazole for 21 d followed by staining for 
MBP, imaging, and HCA (not shown). Both 
drugs enhanced human OPC differentiation, with 
miconazole exhibiting the most reproducible and 
potent effects.

Therapeutic effect in immune-
mediated MS models
To interpret the potential impact of clobetasol or 
miconazole as therapeutics in immune-mediated MS 
models, we tested effects on immune cell survival and 
function. We found that only clobetasol, as expected 
from its known corticosteroid properties, altered 
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naive T-cell differentiation and both the proliferation 
and secretion of cytokines by proteolipid protein 
(PLP139–151)–sensitized or myelin oligodendrocyte 
glycoprotein (MOG35–55)–sensitized lymph node cells 
(not shown). As such, only clobetasol, but not the 
solely remyelinating drugs miconazole or benztropine, 
showed efficacy in reducing disease severity in 
the immune-driven relapsing–remitting PLP139–151 
experimental autoimmune encephalomyelitis (EAE) 
model (Fig. 4a). The positive effect of clobetasol 
in this model resulted from its immunosuppressive 
effects, as evidenced by the drastic reduction of  
T cells within the spleen (Fig. 4b).

We also used a second EAE mouse model, MOG35–55-
induced, in which the immune response was relatively 
controlled and disease pathology recapitulated 
chronic progressive demyelination. We used a 
therapeutic, rather than prophylactic, treatment 
regimen to evaluate whether drugs could reverse, 
rather than prevent, disease. Miconazole-treated and 
clobetasol-treated animals all exhibited a marked 
improvement in function, and nearly all animals 
regained use of one or both hind limbs (Figs. 4c, d). 
In contrast, vehicle-treated mice exhibited chronic 
hind limb paralysis during the treatment period. 
Benztropine treatment also resulted in functional 

Figure 4. Therapeutic efficacy of miconazole and clobetasol in mouse models of MS. a, Scoring of disease severity in relaps-
ing–remitting PLP139–151-induced EAE mice treated beginning on day 13 (black arrow) and ending on day 29; n = 10 mice per 
group. Graph depicts mean daily disease score ± SEM. b, Flow cytometry–based quantification of spleen cell numbers at day 29 
from the PLP139–151 EAE cohort in a. Values are mean ± SEM; n = 4 or 5 mice per group. c, Scoring of disease severity in chronic 
progressive MOG35–55-induced EAE mice treated daily for 10 d beginning at the peak of disease on day 15 (black arrow); n = 
12–16 mice per group. Graph depicts mean daily disease score ± SEM. d, Mean improvement in disease score (Δ) per animal 
(peak score minus ending score) of MOG35–55 EAE cohort in c. Also shown are external validation results in MOG35–55 EAE from 
an independent contract laboratory; n = 12 mice per group. For all EAE experiments, drugs were dosed daily by intraperitoneal 
injection: clobetasol (2 mg/kg), miconazole (10 mg/kg), benztropine (10 mg/kg), or FTY720 (1 mg/kg). All EAE disease scoring was 
as follows: 0, no abnormality; 1, limp tail; 2, limp tail and hind limb weakness; 3, hind limb paralysis; 4, hind limb paralysis and 
forelimb weakness; and 5, moribund. Two-tailed t test, *p < 0.05 and **p < 0.01 for drug-treated groups compared with their 
respective vehicle-treated group. Reprinted with permission from Najr et al. (2015), their Fig. 4.
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improvement, but to a lesser extent than miconazole 
and clobetasol (Figs. 4c, d). Overt functional recovery 
of miconazole-treated and clobetasol-treated mice 
correlated with histological improvements in the 
spinal cord. Specifically, drug-treated mice showed 
restoration of MBP expression and a reduction in the 
extent of demyelination in the spinal cord, whereas 
vehicle-treated mice showed sustained areas of 
white-matter disruption (not shown).

Although the immunosuppressive effect of clobetasol 
makes it challenging to evaluate its remyelinating 
potential in EAE directly, its consistent and robust 
induction of OPC differentiation in vitro, and 
enhancement of remyelination in nonimmune-
driven in vivo assays, suggest that it serves a role 
in both immunomodulation and promotion of 
myelination. In contrast, miconazole did not 
modulate immune cell function, and our data 
indicate that it acts as a direct remyelinating agent. 
Given the potential of miconazole as a remyelinating 
therapeutic, we contracted a separate laboratory to 
provide independent validation of its efficacy in 
the MOG35–55-induced EAE preclinical model. The 
laboratory independently validated the preclinical 
efficacy of miconazole in MOG35–55-induced EAE for 
reducing disease severity in treated mice (Fig. 4d).

Conclusions
Since the approval in 1993 of interferon-β-1b for 
the treatment of MS, therapeutic development 
has centered on the generation of additional 
immunomodulatory agents. Despite the effectiveness 
of many of these drugs to modulate CNS 
inflammation in patients with MS, none of them 
prevents chronic progressive disease and disability—
largely because of their inability to stop or reverse the 
failure of remyelination in the CNS. We developed 
an advanced high-throughput screening platform 
to discover effective remyelinating therapeutics. 
This pluripotent stem cell–based system provides 
unprecedented scalability, purity, and genotypic 
flexibility to screen for compounds that enhance OPC 
differentiation and myelination. Using this platform, 
we identified two drugs approved by the US Food and 
Drug Administration—miconazole and clobetasol—
with newly discovered functions to modulate OPC 
differentiation directly, enhance remyelination, 
and significantly reduce disease severity in mouse 
models of MS. Since miconazole and clobetasol are 
currently approved only for topical administration 
in humans, significant optimization of dosing, 
delivery, and potentially chemical structure will be 
required to enhance the on-target pharmacology 
in OPCs while diminishing any potential off-target 

side effects. However, the ability of miconazole and 
clobetasol to cross the blood–brain barrier raises the 
exciting possibility that these drugs, or their modified 
derivatives, could advance into clinical trials for 
the currently untreatable chronic progressive phase  
of MS.
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NOTESIntroduction
There is a large unmet need to develop better 
treatments for debilitating and relatively common 
neuropsychiatric diseases such as schizophrenia 
(SZ), bipolar disorder (BP), and autism spectrum 
disorder (ASD). Recent improvements in DNA 
analysis technologies have enabled durable progress 
in understanding the genetic contributors to SZ 
(Schizophrenia Working Group of the Psychiatric 
Genomics Consortium, 2014). However, this is 
unlikely to result in new therapeutics until we 
understand how predisposing genetic variation 
damages the function of human brain cell 
types responsible for behavior and cognition. 
Unfortunately, high-quality human brain tissue 
is generally unavailable for study. To overcome 
this limitation, we have been exploring human 
pluripotent stem cells (hPSCs) as a means of 
producing populations of human brain cell types in 
vitro. Although this strategy holds great promise, many 
questions remain concerning the reproducibility of 
these cells, and how representative they are of those 
that eventually malfunction in affected individuals. 
Our short-term aim is to test the viability of this 
stem cell approach for studying neuropsychiatric 
diseases in the hopes that these models will lead 
us to identify brain cells that are most affected and 
enable us to discover how they are malfunctioning. 
If we ultimately succeed, we can use these cells as 
the foundation for identifying candidate drugs that 
have corrective, therapeutic activities. We continue 
to take a long-term view with respect to technology 
evaluation and resource building, and the projects 
summarized below reflect this strategy. We believe 
that such a stance is critical, given the very early 
state of our understanding of both stem cell biology 
and the genetic contributors to these conditions.

In this chapter, we describe a set of projects being 
carried out at the Stanley Center for Psychiatric 
Research to understand questions of cell-type 
specificity and neurobiological function in SZ, BP, and 
ASD. Several key assumptions underlie our approach.

Neuropsychiatric Diseases Are 
Highly Heritable
The heritability of SZ, BP, and higher-functioning 
forms of ASD is strong (estimates from twin studies 
range 0.60–0.85) and consistent across studies. 
Accepting that a person’s genetic makeup is a significant 
contributor to his or her illness is a prerequisite for 
using patient-specific induced pluripotent stem cells 
(iPSCs) for studying how the genotype affects the 
function of nervous system cell types.

Neuropsychiatric Diseases Are 
Highly Polygenic, and Variation 
at a Given Locus Explains Only a 
Fraction of Risk of Illness
We have based our strategies on the hypothesis that 
the heritability of neuropsychiatric illness is real but 
frequently spread across a large number of loci. This 
hypothesis reflects both (1) the molecular complexity 
of the biological processes involved in the function 
of brain circuits underlying cognition, emotion, 
and executive function; and (2) the tendency of 
genetically diverse, natural populations to harbor 
both rare and common functional variations 
in large fractions of their genes. Indeed, recent 
studies by the Psychiatric Genomics Consortium 
identified 108 loci significantly associated with SZ  
(Fig. 1). Acknowledging this framework dramatically 
influences one’s thinking about how to leverage 
iPSCs and differentiated cell types for studying these 
conditions. We can expect that the genetic signal, 
and therefore, potential phenotypic signals, from a 
given individual locus will generally be small. Given 
this reality, it will be essential to devise technical and 
statistical approaches for reducing the variance in 
phenotypic measures. This framework also suggests 
it is premature to place too much emphasis on the 
study of any one genetic variant, or even one gene, 
given that its likely overall contribution to the illness 
will be small. In recognition of these realities, we are 
proposing projects that take a more holistic approach 
to studying emerging genes in parallel, and that seek 
to identify pathways in which such emerging genes 
act. This approach will allow us to advance our 
understanding in an unbiased manner.

We Should Resist Making Strong 
Assumptions About the Relative 
Contributions of Rare Versus 
Common Variants
Our interpretation of the human genetic studies 
carried out thus far is that no single class of mutations 
has individually explained a substantial fraction of 
the heritability of these illnesses. Instead, evidence 
suggests that each makes a partial contribution. 
Therefore, we are developing a “playbook” for 
using stem cell and reprogramming technologies to 
properly study variants across the allelic spectrum: 
from common variants to rare variants (Purcell 
et al., 2014), and from large CNVs such as that 
at 22q11 (Drew et al., 2011) to single nucleotide 
polymorphisms (SNPs).
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Cell-Type Specificity
One of the challenges of cellular studies of psychiatric 
disease is that it remains unresolved which nervous 
system cell types are most impacted in patients. 
Indeed, it is important to acknowledge that a variety 
of neural subtypes, astrocytes, oligodendroglia, 
microglia, or other still underappreciated cell types 
may play a role in these illnesses. Although more than 
100 genomic regions harbor common haplotypes with 
confirmed associations to SZ, more than 85% of these 
haplotypes contain no protein-altering variation and 
therefore seem likely to involve unknown regulatory 
effects on nearby genes. Each brain cell type 
engages in its own unique utilization of the genome, 
underscoring the importance of understanding 
regulatory perturbations in the appropriate cellular 
context. To generate testable hypotheses about how 
these genetic perturbations shape the biology of 
each cell population, we must establish when and 
where in the brain these expression perturbations are 
manifested, and in what direction genetic variation 
alters the expression levels of these genes in specific 
cell types. Determining the direction, magnitude, 
and cell-type specificity of regulatory effects on gene 
expression levels would substantially contribute to 
models of pathophysiology and inform studies of 
the functions of these genes in model systems. It is 
therefore our goal to map the cell population(s) in 
which implicated genes are expressed, the more-
specific cell populations and conditions in which 
regulatory variants act, and the signs and magnitudes 
of the effects of implicated haplotypes on the 
transcription of nearby genes in major cell types.

To investigate gene expression in diverse cell types, 
we have used stem-cell technologies to generate 
numerous human cell types. Various methods for 
producing brain cell types have now been reported in 
the literature, including putative excitatory cortical 
neurons, inhibitory interneurons, dopaminergic 
neurons, astrocytes, and microglia (Chambers et al., 
2009; Shi et al., 2012; Ohgidani et al., 2014; Woodard 
et al., 2014). By collecting in vitro–derived human 
brain cells at numerous developmental time points, 
we can observe changes in gene expression that 
occur as cells differentiate and mature. We can then 
analyze these time points using RNA sequencing to 
both confirm and better understand the identities of 
the cell populations we have produced in vitro and to 
survey patterns of allele-specific expression in each 
cell type. The resulting data will allow us to determine 
the expression pattern of SZ-implicated genes in 
numerous relevant human cell types throughout the 
course of their specification and maturation. This 
exercise has begun to inform us about the extent to 
which the preparations of neuronal or other brain 
cell types we are generating from stem cells actually 
express the genes implicated in genetic studies of 
psychiatric disease and, therefore, whether they are 
rational vehicles for studying a given gene’s function.

A Focus on Excitatory Pyramidal 
Neurons
The cerebral cortex is one of the most complex regions 
of the CNS. There, high-level functions including 
cognition, sensory perception, and motor behavior 
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Figure 1. Genome-wide association studies reveal the polygenic nature of SZ (Schizophrenia Working Group of the Psychiatric 
Genomics, 2014). The red line across the Manhattan plot shows the genome-wide significance level, and SNPs in green are in 
linkage disequilibrium with the index SNPs (diamonds), which represent independent genome-wide significant associations.
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rely on the coordinated assembly within local 
microcircuitry of diverse populations of excitatory 
projection neurons and inhibitory interneurons. 
Our preliminary data, generated from transcriptional 
profiling, suggest there is substantial concentration 
in expression of newly identified SZ genes within 
in vitro–derived excitatory pyramidal neurons  
(Fig. 2). These findings are consistent with analyses of 
postmortem tissue from patients with SZ that found 
significant histological changes in the cell bodies 
and synapses of these same neuronal types located 
within superficial layers of the cortex (Rajkowska 
et al., 1998). We therefore opted to concentrate our 
efforts initially on the production and careful study 
of this class of neurons with the goal of generating 
functional, reproducible, and scalable preparations. 
Our decision to focus on this cell preparation is in 
recognition of the intense attention that will be 
required to properly address questions surrounding 
their reproducibility, functionality, and utility for 
genetic studies. However, this should not be taken as 
an indication that we believe other cell types do not 
have a role to play in disease.

Building on the work of Sudhof 
and colleagues (Zhang et al., 2013), 
we have developed a protocol that 
combines the neuralizing activities 
of ectopic Ngn2 expression as well 
as the inhibition of TGFβ and 
Activin signaling. Briefly, hPSCs 
are infected with TetO-Ngn2-T2A-
Puro and Ubiq-rtTA lentivirus 
(with or without TetO-eGFP), and 
cells are pulsed with doxycycline  
to induce ectopic Ngn2 expression, 
followed by puromycin to eliminate 
uninfected stem cells (Zhang et al., 

2013). Based on RNA and protein expression, these 
cells begin to acquire a neuronal identity within a 
few days after Ngn2 induction, and the majority 
of cells are biased toward an upper-layer callosal 
projection neuron fate, as they express markers of 
upper-layer neurons but not of deep-layer neurons. 
The majority of Ngn2-derived neurons express 
the pan-neuronal marker MAP2, as well as the 
synaptic markers PSD-95 and SYNAPSIN1; a subset 
also expresses the synaptic markers VGLUT1/2, 
CAMKIIA, and SHANK3 (Fig. 3). Encouragingly, 
we found that 21-day-old cells produced from three 
independent iPSC lines clustered closely together 
with respect to gene expression signatures, suggesting 
strong reproducibility across the 96 genes analyzed 
(data not shown). Neurons can be maintained in 
the presence or absence of mouse glia; mouse glia 
enhances overall neuronal maturation but does not 
alter the specification of neurons.

A key question for the use of stem cells in 
neuropsychiatric disease research is whether 
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Figure 2. Population-based RNA sequencing shows the expression of SZ-associated genes at several time points throughout  
in vitro differentiation of excitatory pyramidal neurons. Expression levels are shown as log2 (FPKM +1) (fragments per kilobase of 
transcript per million fragments mapped).

Figure 3. Single-cell analysis of Ngn2 neurons at day 28 using the Biomark 
HD system (Fluidigm, South San Francisco, CA). Note that the majority of cells 
express the synaptic markers PSD-95 and SYNAPSIN1, and to a lesser extent, 
VGLUT1/2, CAMKIIA, and SHANK3.
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they can produce human excitatory neurons of 
sufficient maturity and reproducibility. To assess the 
physiological activity and maturity of these neurons in 
more detail, we used a combination of multielectrode 
array (MEA) analysis and whole-cell patch–clamp 
analysis. Together, the resulting data demonstrated 
that neurons became electrophysiologically and 
synaptically active as early as 2 weeks after onset 
of Ngn2 expression (Fig. 4). In summary, we have 
established a reproducible and efficient in vitro 
platform for deriving and functionally characterizing 
cortical projection neuron subtypes that are relevant 
to neuropsychiatric disease. Combined with our 
emerging iPSC resource and ongoing genome editing 
efforts (described below), this differentiation scheme 
should provide a stable and scalable platform for 

investigating the molecular, cellular, 
and physiological effects of specific 
genetic variants associated with SZ 
and other psychiatric diseases.

Neurobiological Function 
In many cases, the genes recently 
implicated in SZ have no known 
neurobiological function. In addition, 
it is not clear a priori whether the 
relevant variants at these loci increase, 
decrease, or otherwise change gene 
function. Our initial efforts have 
focused on the systematic engineering 
of loss-of-function (LoF) mutations 
in 98 distinct genes implicated in 
SZ and/or ASD. This set of genes 

includes all one-gene loci and two-gene loci from 
the SZ genome-wide association study (GWAS) 
(Schizophrenia Working Group of the Psychiatric 
Genomics, 2014). The gene set encompasses a 
diverse set of transcription factors, chromatin 
regulators, RNA-binding proteins, synaptic proteins, 
and ion channels. Their localization across 22 of 
24 chromosomes reflects the previously identified 
widespread distribution of GWAS hits across the 
genome (Fig. 5).

There are several reasons for generating this deletion 
set. First, the function of many of these genes remains 
poorly understood, so the strong LoF mutations we 
are producing should aid in their study. Second, we 

believe that these mutations will help us 
identify the pathways in which GWAS 
candidates act. While the regulatory 
variants contributing to SZ were 
strong enough to allow the haplotypes 
harboring them to be identified, they 
have not proven useful for identifying 
epistatic interactions that could begin 
to place candidate genes into pathways. 
We hope that, by analyzing the high-
information-content phenotypes that 
result from stronger LoF mutations, 
pathways in which these gene 
products act may be identified. Our 
initial strategy will be to differentiate 
cohorts of these mutant cell lines 
into relevant neuronal types, perform 
RNA sequencing, and look for shared 
or aligned changes in transcription. 
Studies with these LoF mutants will 
also provide crucial insight into the 
statistical power of our measures. An 
illustrative challenge is that regulatory 
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Figure 5. Chromosomal distribution of 98 genes implicated in SZ and ASD.
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Figure 4. a, MEA recording taken at day 21 from Ngn2-induced neurons  
cocultured with glia. Note the individual spikes, represented in blue. b, Whole-
cell patch–clamp recording showing spontaneous excitatory postsynaptic cur-
rents recorded under conditions of high intracellular chloride at day 28 from 
Ngn2-induced neurons cocultured with glia. Calibration: 20 pA, 10 s.
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NOTESvariants are predicted to have only modest effects on 
risk gene expression. By analyzing LoF mutations, 
we should be able to improve our ability to calculate 
the number of experimental replicates needed to 
reach significance at lower bounds of effect size. By 
measuring the impact of reduced as well as complete 
loss of gene product, we will be able to calibrate 
the sensitivity of our transcriptional and functional 
assays to detect perturbations of various magnitudes. 
Having calibrated our assays for neuronal function and 
transcription using hPSC-derived neurons with strong 
LoF mutants, we hope to ultimately produce brain cell 
types from hPSCs engineered with individual allelic 
variants or more-complex patient-derived iPSCs.

Engineering LoF Mutations
We are using CRISPR/Cas9–based genome 
engineering to generate hPSCs with heterozygous 
and homozygous LoF mutations. CRISPR/Cas9 
technology has made genome engineering accessible 
for a host of in vitro and in vivo applications (Ran 
et al., 2013). The bacterial CRISPR/Cas9 system 
has been adapted to create double-stranded breaks 
(DSBs) in genomic DNA using sequence-specific 
small guide RNAs and the Cas9 enzyme. DSBs can 
be repaired by nonhomologous end-joining, resulting 
in insertions/deletions (indels) that disrupt a target 
gene, or by homology-directed repair, which copies a 
repair template into a target gene. Thus, it is possible 
to engineer LoF mutations, or insert desired DNA 
sequences into nearly any location in an organism’s 
genome.

To generate LoF mutations for the 98 selected SZ and 
ASD candidates, we aimed to generate indels in early 
constitutive exons of each gene. We identified early 
constitutive exons from the Illumina Human Body 
Map 2.0 and then used the Zhang Lab, MIT, CRISPR 

design tool (http://crispr.mit.edu) to select the top 
two guide pairs for each gene. We next transfected 
the top guide pair, along with Cas9n-GFP, into the 
human embryonic stem-cell line 63 (“HUES63”), 
an XY line of normal karyotype. After purifying 
GFP+ cells using fluorescence-activated cell sorting, 
we isolated and expanded 96 individual clones per 
gene for cell-freezing and deep sequencing. We then 
used next-generation sequencing to determine the 
compliment of mutations generated for each gene 
targeting (Fig. 6). We plan to pair these resources 
with the differentiation paradigms described above 
in order to interrogate gene function in human brain 
cell types.

Conclusions
In the long term, we will continue to evaluate the 
validity of a human stem cell platform for studies 
of neuropsychiatric diseases. While early work has 
shown promise, we must continue to balance our 
efforts between understanding this system and using 
it to further our understanding of biology. Myriad 
technical variations remain to be explored that could 
improve the reproducibility and utility of cells types 
manufactured from stem cells. We must stay abreast 
of advancements and learning in this area without 
letting the entirety of our efforts be consumed by 
them. Like any model system, there are important 
questions that are well suited to being addressed by 
stem cell technologies, and others that are not. For 
instance, the lack of meaningful neural circuitry 
we can build in vitro clearly limits our ability to 
draw higher-order conclusions that could connect 
cellular dysfunction with behavioral manifestations 
of disease. Despite these limitations, scalability and a 
human genome allow us to readily approach a number 
of important questions in neuropsychiatry with these 
cells. In the future, with meaningful assays in hand 
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negatively affected by predisposing genetic variants, 
we hope to be able to port human cell–based assays 
directly into drug discovery pipelines.
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Introduction
Schizophrenia (SZ) is a debilitating yet relatively 
common psychiatric disorder, affecting approximately 
1% of the world population. Genetic and epigenetic 
variations underlie differences in clinical outcome 
and treatment responsiveness (Campbell et al., 2008; 
Akbarian, 2010; McClay et al., 2011; Ferentinos 
and Dikeos, 2012; Ota et al., 2012; Hasan et al., 
2013). However, the explanation for the 41–65% 
discordance rate of SZ between monozygotic twins 
sharing identical genetic predisposition to disease 
remains unclear (Cardno and Gottesman, 2000).

Environmental stressors, such as cannabis use, maternal 
immune activation, and birth complications, may also 
contribute to SZ (Brown, 2011; Connor et al., 2012; 
Scherr et al., 2012; Torrey et al., 2012), and recent 
efforts have attempted to combine animal models of 
the disease with environmental stressors (Kannan et 
al., 2013). Although these studies provide important 
insights into biological mechanisms that underlie at 
least part of the pathology of SZ, it is still difficult to 
fully recapitulate the heterogeneity of the disease and 
address the mechanisms of this “human” condition. 
Studies based on human induced pluripotent stem 
cells (hiPSCs) have the potential to combine both 
environmental and genetic influences by using cells 
from patients with known genetic backgrounds 
(Brennand et al., 2014a).

Generation of Neuronal Subtypes
Directed differentiation
Directed differentiation is an in vitro strategy that 
mimics in vivo development by applying small 
molecules and/or morphogens that mimic the 
signaling involved in the patterning, specification, 
and commitment of defined cell types during 
embryonic development. Treatment of human 
embryonic stem cells (hESCs) with Noggin (a 
bone morphogenetic protein [BMP] inhibitor) 
and SB431542 (a transforming growth factor 
beta [TGF-β] inhibitor), so-called “dual SMAD 
inhibition,” directed 80% of hESCs into a population 
of neural stem and progenitor cells within 1 week, as 
assayed by PAX6 and HES5-eGFP (enhanced green 
fluorescent protein) reporter expression (Chambers 
et al., 2013). Dual SMAD inhibition is a remarkable 
method for rapidly differentiating neural populations 
from hiPSCs, thereby expediting the timeline and 
purity of neuronal differentiation protocols.

Dopaminergic neurons
Dopamine (DA) neurons in the midbrain (mDA 
neurons) are associated with distinctive neurological 

disorders, such as Parkinson’s disease (PD), SZ, and 
attention deficit hyperactivity disorder (ADHD) 
(Sillitoe and Vogel, 2008). Dual SMAD inhibition 
followed by sonic hedgehog (SHH), BDNF, FGF8, 
and ascorbic acid treatment generates tyrosine 
hydroxylase (TH)–positive neurons from hiPSCs 
within 1 month (Chambers et al., 2009). This 
adherent culture protocol bypasses the embryoid 
body (EB) stage between hiPSC and neural rosette, 
and produces three times more TH+ neurons (30%) 
than the conventional EB protocol (10%) (Boyer et 
al., 2012). Recent yields have been reported to be as 
high as 80% (Kriks et al., 2011). Overexpression of 
progerin (which facilitates cellular aging) in hiPSC-
derived mDA neurons derived from PD patients and 
healthy controls reveals distinctive PD phenotypes, 
such as reduction of TH+ neurons, dendrite 
degeneration, and enlarged mitochondria specifically 
in “geriatric” PD hiPSC mDA neurons (Miller et al., 
2013).

Glutamatergic neurons
Glutamatergic neurons in the cerebral cortex, 
generally represented by pyramidal neurons, are 
projection neurons that relay information to remote 
areas of the cerebral cortex and other regions of 
the brain. Aberrant neuronal connectivity and 
function of the glutamatergic neurons are believed to 
increase susceptibility to neuropsychiatric disorders 
such as autism spectrum disorder (ASD) and SZ 
(de Bartolomeis et al., 2014). Synergistically with 
dual SMAD inhibition, activation of retinoic acid 
signaling (to restrict dorsal forebrain development) 
specifies hESCs and hiPSCs into cortical stem cell and 
progenitor cells expressing FOXG1 and EMX1, which 
are markers for dorsalized forebrain (Shi et al., 2012). 
The cortical stem cell and progenitor cell population 
generates 70% class III β-tubulin–positive neurons by 
40 d of differentiation; by 50 d, these neurons express 
VGLUT1, a glutamate synaptic vesicle marker with 
excitatory synaptic properties in electrophysiology (Shi 
et al., 2012). An alternative methodology, utilizing 
FGF2 and inhibitors of BMP, WNT/β-CATENIN, 
and TGF-β/ACTIVIN/NODAL pathways, also 
induces hiPSCs into neural progenitor cells with 
forebrain fate, which can be further differentiated 
into presynaptic (SYNAPSIN1+) and postsynaptic 
(PSD95+) excitatory cortical neurons (Mariani et al., 
2012). When hESC-derived cortical progenitor cells 
and cortical pyramidal neurons were transplanted into 
the cortex of neonatal mice, engrafted cells sent axonal-
like projections to multiple brain regions, where they 
established functional synapses and microcircuits with 
the host brain, suggesting the functional potential of 
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cortical glutamatergic neurons directly differentiated 
from hiPSCs (Espuny-Camacho et al., 2013).

GABAergic neurons
In the cerebral cortex, GABAergic interneurons 
are implicated in neuropsychiatric diseases such as 
epilepsy, seizure, ASD, and SZ, likely owing to their 
essential role in fine-tuning and integrating the 
neural network (Marin, 2012). Cortical GABAergic 
interneurons initially arise from medial ganglionic 
eminences (MGEs) of the developing telecephalon, 
and only subsequently do they migrate into the 
neocortex (Anderson et al., 2001). To generate MGE 
neural progenitor cells with potential GABAergic 
identity, combinatorial inhibition of dual SMAD 
(SB431542 and LDN-193189) and WNT (XAV939) 
can be combined with late activation of SHH 
and differentiated hiPSCs into 80% NKX2 .1-
GFP–positive cells, a marker of ventral cells in 
the developing forebrain MGE (Maroof et al., 
2013). If cocultured with mouse cortical neurons, 
these NKX2 .1-GFP neurons show physiological 
activity consistent with GABAergic interneurons, 
and they further differentiate into somatostatin 
(SST), parvalbumin (PV), and calbindin-positive 
GABAergic interneurons. In parallel, a similar set 
of chemical cocktails (dual SMAD inhibition, WNT 
inhibition [DKK1], and SHH signaling activation) 
(Nicholas et al., 2013) also gave rise to neurons 
expressing GABAergic markers. These neurons 
had functional synaptic properties consistent 
with GABAergic neurons and were capable of 
functionally integrating into the microcircuitry of 
the host brain. Recent data suggest that the addition 
of caudalizing signal by FGF8 enhances the yield of 
NKX2 .1-GFP+ cells more than WNT inhibition and 
SHH activation do alone (Kim et al., 2014).

Generation of hiPSC-derived neurons directed by 
morphogens and small molecules appears to faithfully 
reproduce the differentiation process into neuronal 
subtypes, similar to in vivo development, though a 
number of limitations of “directed differentiation” 
persist. First, the supply of recombinant growth factors 
may not be economically suitable for methodology 
such as massive high-throughput screening. Second, 
inefficient signaling activation by chemicals can 
restrain researchers from the precise combinational 
modulation required for proper differentiation. 
Third, the obstacle of spatially and temporally impure 
and heterogeneous neural subtype specification has 
not been overcome. Fourth, directed differentiation 
yields neurons that are immature relative to those in 
the human brain, with transcriptional profiles most 
resembling human fetal tissue (Mariani et al., 2012; 

Nicholas et al., 2013; Brennand et al., 2015). Finally, 
directed differentiation protocols require an extended 
time course of neuronal differentiation—up to 3 
months—leading to slow experiment turnaround. 
Recently, “neuronal induction” has been shown to 
be a viable alternative strategy that addresses many 
of these concerns.

Neuronal induction
Patient-derived somatic cells can now be rapidly 
and directly converted from differentiated cells 
into neurons. During neurogenesis, a series of 
proneuronal transcription factors orchestrates the 
global gene expression network required for cell-
fate specification, driving the cellular transition 
from neural stem/progenitor cells to mature neurons. 
Expression of key neurogenic regulators is sufficient 
to induce donor fibroblasts into neurons (iNeurons). 
In 2009, the Wernig group demonstrated that three 
proneuronal transcription factors—Ascl1, Brn2, and 
Myt1l (BAM)—directly converted mouse fibroblasts 
into heterogeneous but functional neurons in just  
20 d (Vierbuchen et al., 2010). In humans, combining 
NeuroD1 with these three BAM factors induced 
neurons from human fibroblasts, even though these 
iNeurons formed fully functional excitatory synapses 
only when cocultured with mouse primary cortical 
neurons (Pang et al., 2011). Expression of two micro 
RNAs (miR-9 and miR-124) with ASCL1, MYT1L, 
and NEUROD2 improved neuronal induction 
efficiency, yielding iNeurons with electrical synaptic 
properties independent of the primary neuron 
coculture (Yoo et al., 2011).

Induced glutamatergic neurons
Expression of neurogenin 2 (Ngn2), a dorsal 
telencephalic fate determinant, transdifferentiates 
cortical astroglial cells into glutamatergic neurons 
with functional synapses in vitro (Berninger et 
al., 2007; Heinrich et al., 2010) and hiPSCs into 
functional iNeurons (Zhang et al., 2013). When 
combined with selection for Ngn2 expression, more 
than 90% of cells express MAP2 (mitogen-activated 
protein 2), a dendritic marker, within 14 d, and, 
when cocultured with mouse cortical neurons, 
they elicit electrical characteristics of excitatory 
synaptic function within 21 d. Furthermore, Ngn2 
iNeurons express the glutamatergic synaptic proteins 
VGLUT2, PSD95, and SYNAPSIN1 and successfully 
integrate when transplanted into a mouse brain.

Induced dopaminergic neurons
Combinatorial transduction of BAM factors, together 
with LMX1A and FOXA2 (fate determinants of 
mDA neurons), yields mDA-like cells that express 
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TH but show poor functionality (Pfisterer et al., 
2011). This may reflect the fact that BRN2 (one of 
the BAM factors) is enriched in pyramidal neurons 
(Dominguez et al., 2013). Accordingly, transduction 
of just Ascl1, Lmx1b, and Nurr1 in mouse astrocytes 
yielded TH+ neurons that secrete DA (Addis et al., 
2011). Similar sets of transcription factors induced 
functional mDA neurons from both mouse and 
human fibroblasts, which expressed DA machinery 
components such as VMAT2, DAT, ALDH1A1, 
and CALBINDIN (Caiazzo et al., 2011; Kim et al., 
2011a). Recently, transduction of ASCL1, LMX1A, 
and NURR1 (ALN) yielded populations of 60% 
pure DA neurons (TH+, class III β-tubulin+ double 
neurons) from hiPSCs within 14 d (Theka et al., 
2013).

Induced GABAergic neurons
Induction into GABAergic neuronal fate has 
only just begun. Expression of Ascl1 together with 
Dlx2, a factor essential for GABAergic neuronal 
differentiation, is sufficient to transdifferentiate 
within 21 d mouse astroglial cells to synapse-forming 
neurons that are positive for GABAergic neuronal 
markers, including GAD67, calretinin, and vGAT 
(Heinrich et al., 2010). More recently, coexpression 
of miR-9 and miR-124, together with MYT1L and 
three transcription factors enriched in the developing 
striatum (BCL11B, also known as CTIP2, DLX1, and 
DLX2), induced human fibroblasts into a population 
analogous to striatal medium spiny neurons (Victor 
et al., 2014). These induced GABAergic neurons fire 
action potential trains with a long delay to initial 
spike, and if transplanted into the mouse brain, 
extend projections to the anatomical targets of 
medium spiny neurons.

One of the major concerns about “neuronal 
induction” is whether forced expression of neuronal 
transcription factors will overcome disease-specific 
deficits in neuronal patterning and/or maturation. An 
important proof of concept was the demonstration 
that iNeurons recapitulate the expected AMPA 
receptor–mediated excitation deficits when 
generated from mice with neuroligin-3 mutations, 
reminiscent of the neuronal phenotypes observed 
in primary neurons from these same mutant mice 
(Chanda et al., 2013). This finding strongly supports 
the utility of iNeurons for disease modeling. In 
contrast with directed differentiation, overexpression 
of transcription factor facilitates rapid conversion of 
somatic cells and iPSCs into a variety of functional 
neuronal subtypes in a dramatically shorter period 
of time. Furthermore, fate regulator–mediated 
induction orchestrates a more uniform conversion 

process in donor cells, giving rise to relatively 
homogenous populations of neuronal subtypes. 
However, the necessity of coculture with other 
neurons or glial cells to enable synaptic maturation 
remains an important challenge when considering 
applying iNeurons to high-throughput screening for 
drug development.

Using hiPSCs to Link Genetics and 
Cellular Phenotypes of Schizophrenia
Schizophrenia is ideal to study using hiPSC because 
it is a complex genetic disorder with no single 
causal mutation. Once neural progenitor cells or 
neurons are generated from patient hiPSCs, cellular 
phenotypes can be investigated to gain insight into 
the cellular mechanisms of SZ. Chiang et al. were 
the first group to derive and characterize hiPSCs 
from SZ patients alongside controls (Chiang et al., 
2011). Follow-up studies by our group and others 
examined the neuronal phenotypes from neurons 
derived from patient hiPSCs. These neurons display 
decreased neurite outgrowth and synapse formation 
(Brennand et al., 2011; Robicsek et al., 2013; Wen 
et al., 2014) and impaired neurotransmitter release 
(Hook et al., 2014); in contrast, patient-derived 
neuronal progenitor cells exhibit defects in neuronal 
migration (Brennand et al., 2014b), deficits with 
adherens junctions (Yoon et al., 2014), and impaired 
mitochondrial function (Paulsen et al., 2011; 
Robicsek et al., 2013; Brennand et al., 2015).

Initial studies of hiPSC-derived neurons were 
limited by the availability of patient fibroblasts, and 
therefore, these findings represent a heterogeneous 
patient population in which little is known about the 
patients’ genetic or clinical background. Follow-up 
studies are beginning to take two distinct approaches. 
The first is to characterize the cellular phenotype 
of clinically homogeneous patient cohorts. This 
approach enables researchers to learn about disease 
mechanisms that are shared across patients who 
exhibit similar symptoms or have similar drug 
response profiles. This type of study may lead to 
finding commonly disrupted pathways that could be 
relevant across a large subset of SZ patients.

The second approach is to examine a cohort of 
patients all carrying the same genetic mutation, 
such as a copy number variant (CNV) (Yoon et al., 
2014) or point mutation (Wen et al., 2014). This 
approach is similar to mouse models because it links 
cellular phenotypes to pathogenic risk variants. This 
approach was used to uncover a cellular phenotype 
of the 15q11.2 CNV; hiPSCs developed from a 
patient with a 15q11.2 microdeletion displayed 
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deficits in adherens junctions and apical polarity 
(Yoon et al., 2014). This approach was also used to 
study a CNV at 7q11.23, where deletion results in 
Williams–Beuren syndrome, whereas duplication 
causes 7q-microduplication syndrome. Examination 
of patient-derived hiPSCs and the differentiated 
cell types showed dosage-dependent alterations in 
disease-relevant transcriptional circuits (Adamo 
et al., 2015). This group also investigated the role 
of a transcription factor, GTF2l, which is disrupted 
by the CNV, and found that manipulating GTF2l 
caused a significant proportion of the transcription 
dysregulation created by the entire CNV (Adamo et 
al., 2015).

Another useful tool for this second approach is 
genome editing technology, such as CRISPR/Cas9 
(CRISPR signifies clustered regularly interspaced 
short palindromic repeats; Cas9 is a class of RNA-
guided endonucleases). This technology provides a 
simple, efficient approach for introducing genetic 
mutations, correcting genetic mutations (Cong et 
al., 2013; Jiang et al., 2013), and even enhancing 
(Maeder et al., 2013) or repressing (Larson et 
al., 2013) gene expression (Hsu et al., 2014). For 
example, in order to confirm that the synaptic defects 
observed in two psychiatric patients resulted from 
the identified DISC1 frameshift mutation, Wen et 
al. produced isogenic hiPSC lines, both engineering 
the DISC1 mutation into a control hiPSC line and 
repairing the mutation in a DISC1 patient hiPSC 
line. In this way, they showed precisely that mutant 
DISC1 causes synaptic vesicle release deficits and 
dysregulates the expression of many genes related to 
synapses and psychiatric disorders in hiPSC-derived 
forebrain neurons (Wen et al., 2014).

CRISPR/Cas9 enables investigation into the 
casual relationship between genotype and neuronal 
phenotypes because isogenic control lines can be 
derived, leaving the rest of the patient’s genome 
unchanged, to ensure that a particular genetic variant 
is casual to the cellular phenotype (Martinez et al., 
2015). Patients with the same variant but different 
genetic backgrounds can help researchers understand 
the contribution that additional risk alleles make to 
a cellular phenotype. Even the role of single genes 
within a CNV can be theoretically assessed in patient-
derived hiPSCs by using CRISPR-Cas9 to replace or 
delete copies of single genes while maintaining the 
rest of the disrupted locus. Such studies could help 
determine the genetic elements and cell types that 
are most important for patients with SZ who carry a 
known neuropsychiatric risk allele, leading to more-
targeted treatment of these patients.

Constraints of hiPSC-Based Studies
In designing hiPSC-based studies, it is important 
to be aware that genetic mutations and epigenetic 
misremodeling can occur during the reprogramming 
process. First, both CNVs (Laurent et al., 2011; Liu 
et al., 2014; Lu et al., 2014) and somatic coding 
mutations (Gore et al., 2011) will change the donor 
DNA. Importantly, more CNVs are present in early-
passage hiPSCs than in higher-passage hiPSCs, 
implying that most novel CNVs generated during 
the reprogramming process are lost before any 
neuronal differentiation would occur (Hussein et al., 
2011). Across 22 hiPSC lines reprogrammed using 
five different methods, each contained an average of 
five protein-coding point mutations, though at least 
half of these reprogramming-associated mutations 
previously existed in fibroblast progenitors at low 
frequencies (Gore et al., 2011).

Second, at the epigenetic level, evidence now 
demonstrates that aberrant DNA methylation 
remodeling (Lister et al., 2011; Nazor et al., 2012; 
Ma et al., 2014) and an erosion of X chromosome 
inactivation (Mekhoubad et al., 2012; Nazor et al., 
2012) can occur in hiPSCs. Consistent with this 
finding, evidence suggests that donor cell type can 
influence the epigenome and differentiation potential 
of hiPSCs (Bar-Nur et al., 2011; Kim et al., 2011b). 
These genetic and epigenetic effects contribute to 
the “intraindividual variation” observed in hiPSC-
based studies that exists because each hiPSC line 
generated from a given person will show subtle 
differences in gene expression and propensity toward 
neural differentiation.

Conversely, “interindividual variation” represents 
biological differences between individuals and 
can be addressed by studying ever-larger cohorts of 
patients and controls, thereby better capturing the 
heterogeneity among individuals. Unpublished data 
by our group and others suggest that intrapatient 
variability is less than interpatient variability. 
Therefore, well-designed and controlled experiments 
are critical to ensuring that researchers can draw 
meaningful conclusions from hiPSC-based studies 
of psychiatric disorders. To this end, we recommend 
that at least three hiPSC lines be compared per 
individual, in order to reduce the likelihood that 
a rare genetic or epigenetic mutation might affect 
disease-specific hiPSC lines in a meaningfully 
different way than they affect control hiPSC lines.

When investigating the effect of a single disease-
associated allele, whether in the context of a simple 
Mendelian disorder or a complex genetic disease, an 
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alternative to increasing cohort size is to compare 
isogenic hiPSC lines. In fact, a burst of recent 
hiPSC-based studies has used isogenic controls to 
demonstrate the precise effects of a single gene on 
neural phenotypes or gene expression (Liu et al., 
2012; Wen et al., 2014).

Perhaps most critically, although recent studies 
have reported the importance of heritable genetic 
factors to neuropsychiatric disease and modeled 
the correlation between these risk factors and 
disease phenotype, it is still challenging to unravel 
the causality of environmental risk factors such as 
stressful life events, social anxiety, and neurotrauma 
(Howes et al., 2004). These factors remain infeasible 
to recapitulate in existing cell-based systems in vitro. 
Moreover, the question remains as to how to link 
relatively simple cellular phenotypes from hiPSC-
derived neurons with the complex behavioral 
phenotypes of neuropsychiatric patients, which 
encompass delusions, hallucinations, negative affect, 
and impaired cognition. One strategy will be to build 
increasing complexity into hiPSC-based models. 
Future models will necessarily incorporate neuronal 
circuits that comprise at least two distinct neuronal 
cell types, synapsed in a defined orientation, together 
with oligodendrocytes to provide myelination, and 
astrocytes and microglia to incorporate critical 
aspects of inflammation and synaptic pruning. 
Circuits will need to be stimulated repeatedly to 
establish plasticity and exposed to meaningful levels 
of stress hormones and other environmental factors. 
A second strategy will be to transplant each of these 
relevant human cell types (neurons, astrocytes, 
oligodendrocytes, and microglia) into mouse models 
of disease, yielding increasingly humanized platforms 
for study. The ultimate solution, of course, will be 
in pursuing all the strategies we have discussed in 
tandem: larger cohorts, isogenic controls, improved 
patterning, and maturation of a variety of human 
neural cell types, cultured either as artificial circuits 
or transplanted into mice. Although models, by 
definition, must always lack the intricacies of human 
disease, the goal of hiPSC scientists should always 
be to strive for ever-increasing complexity in their 
models.

Limitations Due to Clinical 
Heterogeneity
The sample size of hiPSC-based studies remains 
relatively very small compared with the standards of 
genome-wide association studies of complex genetic 
disorders. Although ultimately, methods will have to 
be developed to permit comparisons among thousands 
of patients, to date, technical constraints have 

greatly limited hiPSC generation, neural progenitor 
cell differentiation, and cellular phenotyping (listed 
in order of increasing difficulty). Consequently, 
given the small sample size (typically one to four 
patients) of recent hiPSC-based studies, a major 
concern is whether the findings are representative of 
the larger patient population. Interpatient variability 
results from the heterogeneity among patients with 
SZ. As mentioned earlier, there are two strategies for 
hiPSC disease modeling of heterogeneous patient 
populations: (1) using a genetically homogenous 
patient cohort that share a single genetic lesion and 
characterizing the effect relative to isogenic lines 
generated through gene targeting technologies; 
and (2) selecting a patient cohort on the basis of a 
shared clinical phenotype and comparing them with 
individuals without the phenotype. The first strategy 
parallels traditional mouse-based studies of SZ that 
investigate the effects of rare loci, while the second 
takes full advantage of the ability of hiPSC-based 
studies to investigate complex genetic disorders 
without full knowledge of all the genes involved.

By modeling specific aspects of SZ rather than 
capturing the entire diversity of this disorder, 
researchers might be able to reduce the interpatient 
variability in hiPSC-based studies. In the short term, 
researchers can address this problem by selecting 
homogenous patient cohorts characterized by common 
genetic mutations, or by shared neurophysiological 
endophenotypes and/or pharmacological responses. 
Neurophysiological characterization of patients 
with SZ has identified abnormal responses to paired 
auditory stimuli (Geyer et al., 1990; Freedman et al., 
1997) and defects in oculomotor control (Radant et 
al., 1997), though growing evidence suggests these 
endophenotypes may be heritable (Greenwood et 
al., 2012). Although strong evidence supports the 
pharmacogenetics of lithium-responsive bipolar 
disorder (McCarthy et al., 2010), new data support 
the heritability of antipsychotic resistance in SZ as 
well (Ota et al., 2012). Of course, additional factors 
ranging from epigenetic effects to circuit-based 
plasticity (derived from experience) may contribute 
to the heterogeneity of SZ. Nonetheless, though 
such risk factors are likely to be lost as part of the 
reprogramming process, we predict that some (even 
if not all) key mechanisms contributing to SZ can be 
studied using hiPSCs.

Multiple levels of etiology might contribute to SZ, 
increasing from biochemical to cellular to neuronal 
network and brain circuits. As the complexity of this 
“causal action” grows, it will become more difficult 
to resolve biological meaning through cell-based 
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models (Kendler, 2013). Critics may also question 
the relevance of months-old in vitro–derived neurons 
in the study of SZ, a condition whose hallmark 
symptom of psychosis typically appears in late 
adolescence. For this reason, we posit that current 
hiPSC-based approaches may be most appropriately 
used in the study of SZ predisposition.

Future Considerations and 
Conclusions
Future advancements in developing new therapeutics 
for SZ, or any other neurological disorder, will rely on 
an understanding of commonly disrupted pathways. 
These pathways can be uncovered through several 
methods:

• Careful integration of human genetic studies to 
identify disease-related variants;

• Studying mouse models to examine the function of 
a variant in a complex in vivo environment; and

• Investigating patient-derived hiPSC models to 
determine the casual role of a variant on a cellular 
phenotype and the contribution made by complex 
genetic interactions.

Incorporating this type of information from studies 
investigating CNVs in SZ has begun to implicate 
specific pathways, such as genes regulating NMDA 
receptors and ARC (activator recruited cofactor) 
complexes (Purcell et al., 2014; Szatkiewicz et al., 
2014). This knowledge can inform the development 
of new therapeutics. However, the potential of 
hiPSCs does not end with mechanistic studies but 
rather continues into clinical trials where hiPSCs 
can be used as a complementary human in vitro 
component.

Before the full potential of hiPSCs can be realized, a 
large amount of work remains to be done. Optimized 
protocols for more-homogeneous populations of 
hiPSCs and pure populations of differentiated cells 
need to be fully developed and validated. Doing so 
will decrease the time and cost needed to develop 
patient-derived hiPSC models, allowing for more 
patient lines to be examined. Improved culturing 
techniques should be applied to form more complex 
neural circuitries that better resemble the human 
brain. This is currently an area of great interest in 
the context of the development of human cortical 
spheroids (Paşca et al., 2015). Finally, experiments 
investigating complex diseases should be designed to 
collect multilayer data, including the patient’s clinical 
information, genome, transcriptome, proteome, and 

epigenome (Schadt et al., 2014). Gathering this type 
of multilayered information is now possible with the 
advancements being made in sequencing technology 
and bioinformatics. From this information, we can 
begin to build networks and identify the key drivers 
of complex genetic disorders such as SZ.
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